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ABSTRACT

Discrete periodic operators belong to a classical class of operators arising from the tight-
binding approximation from solid state physics. We study the dispersion relation of discrete peri-
odic operators using methods from algebraic and discrete geometry. In particular, we will discuss
the spectral edges of the dispersion relation, as well as methods for determining when the disper-
sion relation is (ir)reducible.
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NOMENCLATURE

Γ A periodic graph C

G A group

X,Z An affine or projective variety

Y A parameter space.

T A subset.

f, g, h, κ general functions

◦ composition of functions

d Typical ambient dimension

Cd The d-dimensional vector space of complex numbers

C∗ The algebraic torus, that is C∖ {0}

Rd The d-dimensional vector space of real numbers

x, y, z = z1, . . . , zd indeterminates or vectors of indeterminates.

0 The zero vector.

υ A monomial or term of a polynomial.

C[z] The ring of polynomials with coefficients in C in d variables.

C[z±] The ring of Laurent polynomials with coefficients in C in d
variables.

T The compact torus or complex unit circle, that is z ∈ C such
that |z| = 1

Zd The d-dimensional lattice of integer vectors

Nd The d-dimensional vectors of natural numbers

Pd The d-dimensional complex projective space

∼ A relation
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R A ring

a an element of Zd

S a set

P,K Polytopes (typically integral)

s, p a point especially of a set s or polytope P , respectively

i, j, k, l,m, n an integer

t, r an element or indeterminate of R or Q

V a potential and a function that send the vertices of some graph
to a field of scalars

E an edge labeling, a function that sends the edges of some
graph to a field of scalars

V(·) The vertices of the input graph

E(·) The edges of the input graph

∆,∆E The discrete Laplacian and weighted discrete Laplacian

Q,A Integer vector, or vector of natural numbers

Q/A Coordinate-wise division

U An open set or a finite subset

U A unitary operator

w An vector over R or Z, typically an inner normal vector

σ A finite subset of [d]

τ A permutation

F A face of a polytope

f |F A restriction to a facial form

N (·) A Newton polytope associated to the input, typically a poly-
nomial or periodic graph

I the identity matrix or operator

I An ideal
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· Complex conjugation, or set complement

√ The square root function(
[d]
k

)
The collection of all sets of k elements chosen from [d] with
no replacement

ϕ, ψ, χ general functions or elements of a vector space or Hilbert
space

c coefficient or complex scalar

A the support of a function or fundamental domain; a finite sub-
set of Zd in either case

ϕA A map embedding the algebraic torus

MV Mixed volume

vol Euclidean volume

conv The convex hull

Aff The affine span

u, v, ω Vertices of a polytope or graph

ω A vertex, especially of a fundamental domain

V(·) Variety of an ideal or set of functions

I(·) Ideal of a variety

rad The radical of an ideal

C[Z] Coordinate ring of a variety

Spec(·) Variety of a coordinate ring

J The Jacobian of a system of polynomials

det The determinant of a matrix

[n] The set of the first n positive integers

⟨list⟩ ideal generated by a list of polynomials

⟨·, ·⟩ inner product

∥ · ∥ norm on a vector space
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| · | scalar norm

ℓ2(·) Hilbert space of square summable functions on a lattice or
vertex set

L2(T) Hilbert space of square integrable functions

W A fundamental domain of vertices

σ(·) The spectrum of an operator

ρ(·) The resolvent set of an operator

λ The elements of the spectrum, either as a fixed value or
indeterminate

H An operator on a vector space

L An operator on a Hilbert space, especially a discrete periodic
operator

⊕ direct sum

QZ The free full rank subgroup ⊕d
i=1qiZ of Zd where Q =

(q1, . . . , qd)

F Restriction of a Face, or the integer points of a face.

F Fourier or Floquet transform

·̂ A function or operator after a Fourier or Floquet transform

µ, γ Elements of a group of unity

UQ A direct product of groups of unity

D The dispersion polynomial

·T Transpose of a matrix or vector

·∗ Adjoint of a matrix or vector

ei Basis vectors or functions

V ,W A vector space

H A Hilbert space

L A linear subspace
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H An operator

U An operator, especially a unitary one

· dot product

σ ⊙Q A characteristic type function on a vector

| Divides

gcd Greatest common divisor

∇ Gradient

∇T Toric Gradient

L A linear subspace

L , L (t) A collection of linear subspaces, possibly continuously vary-
ing in t.

XA An affine toric variety.

XA An projective toric variety.

N A height-one pyramid.

M A face of a height-one pyramid.

N (Γ) Generic Newton polytope of a periodic graph.

π A projection map.

G Integer points on the base of a polytope.

Θ A subvariety or set.

Υ An incidence correspondence.
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1. INTRODUCTION

A discrete periodic operator L is a periodically weighted graph Laplacian with a periodic po-
tential that acts on functions on the vertices of a Zd-periodic graph. Belonging to this class of
operators is the well-known discrete periodic Schrödinger operator. In mathematical physics, the
discrete Schrödinger operator with periodic potential (arising from the tight-binding approxima-
tion) plays an important role in solid state theory. Studying the spectrum of this operator is useful
for many applications, such as nano-materials, topological insulators, and photonic crystal theory
[31].

Through the Floquet transform, one can show that there exists a finite matrix L(z) with Laurent
polynomial entries such that collecting the eigenvalues of L(z) restricted to z in the compact torus
recovers the spectrum. Equivalently, the spectrum is given by the coordinate projection of the
vanishing set, known as the Bloch variety, of the dispersion polynomialD(z, λ) = det(L(z)−Iλ),
restricted to z in the d-dimensional compact torus (Td). The Bloch variety lives in Td ×R and is a
real algebraic variety.

Instead of restricting z to the compact torus, one can also consider the (complex) Bloch variety:
the vanishing set of D(z, λ) for z in the larger d-dimensional algebraic torus (C×)d. When z lies
outsides of the d-dimensional compact torus, L(z) is no longer self adjoint and thus may have
complex eigenvalues; therefore, the (complex) Bloch variety lives in (C×)d × C. Unlike its real
counterpart, the Bloch variety is an algebraic variety, which allows for the application of algebraic
geometry to its study. A Fermi variety of an eigenvalue λ0 is the collection of z ∈ (C×)d such that
L(z) has λ0 as an eigenvalue, which is given by the vanishing set of D(z, λ0) in (C×)d.

Using algebraic geometry in the study of the spectral theory of these operators dates back
to at least the 1980s (e.g [27]); with much progress in the 1990s, when Giesker, Knörrer, and
Trubowitz [23] employed algebraic geometry to study a wide range of algebraic properties of the
Bloch varieties of discrete periodic operators associated with the square lattice. Their investiga-
tions covered the irreducibility of the Fermi varieties, Floquet isospectrality, the density of states,
and more. Recently, there has been a surge of interest in using algebraic methods to study the
spectral theory of these operators.

Although there have been many exciting recent developments in Floquet and Fermi isospec-
trality, the density of states, and many more as a result of the use of algebro-geometric methods in
the study of the spectral theory of discrete periodic operators, we will limit our scope to the use of
algebraic and discrete geometric methods in the study of the extrema of the Bloch variety and the
(ir)reducbility of the Bloch and Fermi varieties. For a survey of the exciting developments that are
outside of our scope, we refer the interested reader to [32, 40].

In Chapters 2 and 3, we will introduce the necessary background in discrete geometry, al-
gebraic geometry, spectral theory, and discrete periodic operators for the sections to follow. In
Chapter 4, we will discuss some history and recent developments in the study of the critical points
of discrete periodic operators. The developments that we will discuss in Chapter 4 are based on the
author’s work with Frank Sottile in [14]. In Chapter 5, we will discuss some history and recent de-
velopments in the study of the reducibility of the Bloch and Fermi varieties. The developments we
discuss in Chapter 5 is based on the author’s work with Jordy Lopez in [12]. Finally, in Chapter 6,
we provide some concluding remarks.
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2. Algebraic and Discrete Geometry

2.1 Discrete Geometry and Algebra

We begin with a brief discussion on polytopes and other associated convex sets. For more
details we refer the reader to [11, 25, 53].

2.1.1 An Introduction to Geometric Combinatorics

A set S ⊆ Rd is convex if for any points a, b ∈ S, the line segment connecting a and b is
contained in S. The convex hull of a set S ⊆ Rd is the smallest convex set containing S. For a
finite set S = {s1, . . . , sn}, the convex hull of S is explicitly

conv(S) =
{ n∑

i=1

tisi |
n∑
i=1

ti = 1 and 0 ≤ ti ≤ 1 for each i
}
;

in this case conv(S) is called a polytope. We call the elements s ∈ Zd lattice vectors. If S is a
finite subset of Zd ⊂ Rd, then conv(S) is an integral (or lattice) polytope. A compact convex set is
called a convex body.

A set S ⊆ Rd is affine if for any points a, b ∈ S, the line connecting a and b is contained in S.
The affine span of a set S ⊆ Rd is the smallest affine set containing S, in particular

Aff(S) =
{ n∑

i=1

tisi |
n∑
i=1

ti = 1 and ti ∈ R
}
.

The dimension of a polytope P ⊂ Rd is the dimension of its affine span. We say a polytope P is
full-dimensional its affine span is Rd.

Let · denote the dot product. As a polytope P is a closed and bounded set on Rd, given w ∈ Rd,
the magnitude of the linear function s 7→ w · s is bounded on P . Given a polytope P and w ∈ Rd,
the face exposed by w is given by Pw := {p ∈ P | w · p = mina∈P w · a}. A face of a polytope
is itself a polytope; moreover, the intersection of two faces of a polytope is also a face of that
polytope. For a d-dimensional polytope P , the (d − 1)-dimensional faces of P are its facets, the
0-dimensional faces of P are its vertices, and the 1-dimesional faces of P are its edges. In general,
a k-dimensional face of P is called a k-face. Moreover, any face is given by the intersection of
finitely many facets ([11, Theorem 1.11]). When P is an integral polytope, we only need integer
vectors w ∈ Zd to expose all faces of P .

The Minkowski sum of polytopes P and K is given by

P +K := {p+ k | p ∈ P, k ∈ K}.

Note that the Minkowski sum P +K is itself a polytope, and that the class of all polytopes in
Rd forms a monoid under the Minkowski sum. Moreover, if F is a face of P +K, then there exist
faces PF and KF of P and K respectively such that F = PF + KF ([11, Theorem 1.5 Chapter
IV]).
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Suppose that t ∈ R≥0 and P is a polytope in Rd, then tP = {tp | p ∈ P} is a polytope in
Rd. We call the polytope tP a multiple of P . One can deduce that 2P = P + P . Given polytopes
P1, . . . , Pn and positive real scalars t1, . . . , tn, we say that t1P1+ · · ·+tnPn is a linear combination
of polytopes.

Let vol(·) denote the d-dimensional Euclidean volume. The volume of the linear combina-
tion of polytopes t1P1 + · · · + tdPd has the following formula ([11, Chapter IV Section 3]) as a
polynomial of the ti,

vol(t1P1 + · · ·+ tdPd) =
∑
ai∈[d]

cPa1 ,...,Pad
ta1 . . . tad .

In particular, when treating the ti as indeterminates, we have that vol(t1P1 + · · · + tdPd) is
a homogeneous polynomial of degree d in R[t1, . . . , td] with coefficients which are dependent on
the Pi. The coefficient of t1t2 · · · td in vol(λ1P1 + · · · + λdPd) is called the the mixed volume of
P1, P2, . . . , Pd, and is denoted by MV (P1, . . . , Pd).

Mixed volume has the following properties:

1. MV (P, . . . , P ) = d!vol(P ).

2. MV is symmetric in its arguments.

3. MV is monotone, that is Pi ⊆ Ki then MV (P1, . . . , Pd) ≤MV (K1, . . . , Kd).

4. MV is multi-linear.

Mixed volume can be computed explicitly as follows ( [11, Theorem 3.7 Chapter IV]):

MV (P1, . . . , Pd) =
∑
p⊂[d]

(−1)d−|p|vol
(∑

i∈p

Pi

)
.

An integral polytope P is indecomposable if whenever P is a Minkowski sum P = K1 +K2,
then one of K1 or K2 is a single point. Otherwise, P is decomposable. An integral polytope K is
homothetic to P if there exists a rational number r ≥ 0 and a point a ∈ Zd such that K = rP + a.
An integral polytope P is only homothetically decomposable if whenever P = K1 +K2, then one
of these summands is homothetic to P . In this case, both summands are homothetic to P .

Example 2.1.1. Let S ⊂ Rd be a finite set of lattice points with an affine span of dimension less
than d, and let t be a lattice point in Rd ∖ Aff(S). The convex hull of S ∪ {t} is a pyramid (see
Figures 2.1 and 5.3). Pyramids are only homothetically decomposable [21]. ⋄

A strong chain of faces of a polytope P is a sequence of faces F1, . . . , Fk of P such that for
each i ∈ {1, . . . , k − 1}, dimFi ∩ Fi+1 ≥ 1. A strong chain of faces is called only homothetically
decomposable if every face Fi in the chain is only homothetically decomposable. A strong chain
is said to join two vertices u and v if u is a vertex of F1 and v is a vertex of Fk.

In [46], it was shown that if P is a polytope such that any two vertices of P can be joined by an
only homothetically decomposable strong chain of faces, then P itself must be only homothetically
decomposable.

We say a face F touches a strong chain F1, . . . , Fk if F ∩ (∪ki=1Fi) is non-empty. In [41], it
was shown that if a polytope P has an only homothetically decomposable strong chain of faces
that touches each facet of P , then P is only homothetically decomposable.
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Figure 2.1: A Pyramid.

2.1.2 Polynomials to Polytopes

A Laurent polynomial f ∈ C[z±] is a finite sum of monomials with complex coefficients,

f =
∑
a∈Zd

caz
a ca ∈ C.

The support of f , denoted by A(f), is the set of a ∈ Zd such that ca ̸= 0, and the convex hull
of A(f) is called the Newton polytope of f , denoted by N (f). Since the vertices of N (f) lie in
A(f) ⊆ Zd, it is an integral polytope. The monomials of f are the za such that a ∈ A(f). We will
often refer to the product caza, when ca ̸= 0, as a term of f . Let [za]f := ca be the coefficient of
za in f .

For a polynomial f =
∑

a∈A(f) caz
a and a face F = N (f)w, the facial polynomial or facial

form of F is f |F :=
∑

a∈F∩A(f) caz
a =: f |w. In other words, the facial polynomial of f identified

by F is given by restricting to the terms caza of f such that a ∈ F . A monomial za such that a is
a vertex of N (f) is an extreme monomial of f . Given polynomials f and g, the Newton polytope
of their product fg is given by N (fg) = N (f) +N (g).

A polynomial f is quasi-homogeneous with quasi-homogeneity w ∈ Zd if there is a number
0 ̸= wf such that

a ∈ A(f) =⇒ w · a = wf .

The quasi-homogeneities of f are those w ∈ Zd whose dot product is constant on A(f). For
t ∈ C× and w ∈ Zd, let tw := (tw1 , . . . , twd) ∈ (C×)d.

Lemma 2.1.2. Suppose that f has a quasi-homogeneity w ∈ Zd. Then

1. For t ∈ C× and z ∈ (C×)d, we have f(tw · z) = twff(z).

2. We have

wf f =
d∑
i=1

wi zi
∂f

∂zi
.

Proof. Note that for a ∈ Zd, (tw · z)a = tw·aza. The first statement follows. For the second, note
that aiza = zi

∂
∂zi
za.
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Notice that the invertible elements in C[z±] make up the collection of all nonzero terms, which
forms the group of units, (C[z±])×. Indeed, any nonzero term cza has a multiplicative inverse
c−1z−a in C[z±]. A Laurent polynomial f is irreducible if it is not a monomial, and when there
exist Laurent polynomials g and h such that f = gh, then either h or g is a monomial.

A Laurent polynomial f is only homothetically reducible if it is not a monomial, and if f = gh
implies that either N (g) or N (h) is homothetic to N (f). An irreducible Laurent polynomial is
only homothetically reducible.

In this way, we view irreducibility and only homothetic reducibility as the polynomial analogs
of indecomposablity and only homothetic decomposability for integral polytopes that were dis-
cussed in the previous section.

Example 2.1.3. A polynomial with an only homothetically decomposable Newton polytope is
only homothetically reducible. The converse is false. Consider the reducible polynomial f(x, y) =
(xy + x + y + 2)2. Here N (f) is a square and thus can be decomposed into the two segments
N (1 + y + y2) and N (1 + x + x2), neither of which is homothetic to N (f). However, the
polynomial is only homothetically reducible as each factor xy + x + y + 2 is irreducible and
N (f) = 2N (xy + x+ y + 2). ⋄

We end this section with a closing remark regarding our choice of definitions and notation.

Remark 2.1.4. Upon looking into previous works, particularly on only homothetic decomposabil-
ity in the theory of polytopes such as [41, 46], one will see what we call “only homothetically
decomposable” referred to as indecomposable. Our choice of language is due to working with
Newton polytopes (and therefore restricting to integral polytopes), rather than general polytopes,
which are never indecomposable in the way we define it. This decision provides us the following
two implications given a Laurent polynomial f ∈ C[z±]:

N (f) is indecomposable =⇒ f is irreducible,
N (f) is only homothetically decomposable =⇒ f is only homothetically reducible.

Finally, we should add that in [21], a Laurent polynomial f such that N (f) is indecomposable is
referred to as an “absolutely irreducible” polynomial. ⋄

2.1.3 From Only Homothetic Decomposability to Only Homothetic Reducibility

This section is only necessary for Section 5.3, and it is based on [12, Section 3]. In it, we will
extend the decomposability results of [46] to a class of Laurent polynomials.

As discussed in Section 2.1.1, only homothetic decomposability was considered in [46]. They
showed that if enough faces of a polytope are only homothetically decomposable, then the polytope
itself must be only homothetically decomposable.

We will abuse notation slightly throughout the following proofs. In particular, if f, g, and h are
Laurent polynomials such that f = gh and F is a face of N (f), we will write f |F = g|Fh|F as the
factorization of f |F . Recall that there exists an inner normal w ∈ Rd that exposes F (and is such
that f |w = f |F ), and so really we mean that g|F = g|w and h|F = h|w. We also assume that for
any polytope P , 0P = {0}.
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Remark 2.1.5. If f is only homothetically reducible then there exists Laurent polynomials g, h,
and r, t ∈ Q such that f = gh, rN (f) = N (g), and tN (f) = N (h). Indeed, by the original
definition of only homothetic irreducibility there exists ag and ah in Zd so that rN (f)+ag = N (g),
tN (f) + ah = N (h), and so rN (f) + ag + tN (f) + ah = N (f). It follows that ag + ah = 0, and
thus there exists g′ = zahg and h′ = zagh such that rN (f) = N (g′) and tN (f) = N (h′).

Lemma 2.1.6. Let f, g, and h be Laurent polynomials and suppose that f = gh. Let F1 and F2 be
faces of N (f) with dimF1 ∩ F2 ≥ 1 whose corresponding facial polynomials, f |F1 and f |F2 , are
only homothetically reducible. If N (g|F1) = rN (f |F1) and N (h|F1) = tN (f |F1) for some pair
r, t ∈ Q, then N (g|F2) = rN (f |F2) and N (h|F2) = tN (f |F2).

Proof. As f = gh, we have that f |F1 = g|F1h|F1 . As f |F1 is only homothetic reducibility we
have that rN (f |F1) = N (g|F1) and tN (f |F1) = N (h|F1) for some r, t ∈ Q. Let F ′ = F1 ∩ F2.
As F ′ ⊂ F1, it follows that N (g|F ′) = rN (f |F ′) and N (h|F ′) = tN (f |F ′). The polynomial
f |F2 is only homothetically reducible and must agree with its restriction to F ′; it follows that
rN (f |F2) = N (g|F2) and tN (f |F2) = N (h|F2).

Theorem 2.1.7. Let f be a Laurent polynomial, and suppose f = gh. If for each pair (a, b) of
distinct vertices of N (f) there is a strong chain of faces F1, . . . , Fn such that a ∈ F1, b ∈ Fn, and,
for each Fi, the corresponding facial polynomial f |Fi

is homothetically reducible, then f is only
homothetically reducible.

Proof. By Lemma 2.1.6, there exist a pair of rational numbers r, t ∈ Q such that rN (f |Fi
) =

N (g|Fi
) and tN (f |Fi

) = N (h|Fi
) for all i = 1, . . . , n. As a ∈ F1 and b ∈ Fn, we have that

rN (f |a) = N (g|a), tN (f |a) = N (h|a), rN (f |b) = N (g|b), and tN (f |b) = N (h|b). This is the
case for all vertex pairs (a, b) ∈ N (f). In particular, we may fix a and let b vary over the other
vertices. As any vertex of N (f) must come from the Minkowski sum of a pair of vertices u, v
where u ∈ N (g) and v ∈ N (h), and any vertex u of N (g) or v of N (h) must be a Minkowski
summand for some vertex of N (f); it follows that rN (f) = N (g) and tN (f) = N (h).

Corollary 2.1.8. Suppose that f is only homothetically reducible. If there is a face F of N (f)
such that f |F is irreducible, then f is irreducible.

Proof. Suppose that f is only homothetically reducible and let F be a face of N (f) such that
f |F is irreducible. Suppose that g, h are Laurent polynomials such that f = gh. As f is only
homothetically reducible, there exists r, s ∈ Q such that rN (f) = N (g) and tN (f) = N (h), and
so for any face F ′ of N (f) we have that rN (f |F ′) = N (g|F ′) and tN (f |F ′) = N (h|F ′). Notice
that f |F is irreducible and therefore, one of g|F or h|F is a monomial. As one of h|F or g|F must
be a monomial (which by Remark 2.1.5 we can assume to be the constant monomial), either t or r
is zero.

2.2 Some Algebraic Geometry

In this section, we will provide a brief introduction to some aspects of algebraic geometry.
For more on algebraic geometry, see [5, 7, 45].

An (affine) variety is the set of common zeroes of some collection of polynomials f1, . . . , fn ∈
C[z1, . . . , zd] = C[z],

V(f1, . . . , fn) := {x ∈ Cd | f1(x) = · · · = fn(x) = 0} .
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We will also refer to this as the set of solutions to the system of equations

f1 = 0, f2 = 0, . . . , fn = 0,

or as the vanishing set(or locus) of f1, . . . , fn. If n = 1, then V(f1) is a hypersurface, which is an
affine variety of dimension d− 1. If Z1 and Z2 are varieties such that Z2 ⊆ Z1, we say that Z2 is a
subvariety of Z1.

Given an affine variety Z, the ideal I(Z) is the collection of all polynomials that vanish on Z.
In particular,

I(Z) = {f ∈ C[z1, . . . , zd] | f(x) = 0 for all x ∈ Z}.

This set is an ideal of the polynomial ring C[z]. We write ⟨f1, . . . , fn⟩ for the ideal generated by
the polynomials f1, . . . , fn.

Similarly, we may obtain an affine variety given an ideal I ⊂ C[z]:

V(I) = {x ∈ Cd | f(x) = 0 for all f ∈ C[z]}.

By the Hilbert Basis Theorem, every ideal I of C[z] is finitely generated. Therefore, V(I) is
an affine variety.

Notice that, for any f ∈ C[z] we have that V(⟨f 2⟩) = V(⟨f⟩), and so we see that the varieties
of two distinct ideals can agree. Moreover, IV(⟨f 2⟩) = ⟨f⟩. The reason for this observation is
summarized by the following property of I ◦V:

I(V(I)) = rad(I) = {f |fk ∈ I for some k ∈ Z≥1}.

Here, rad(I) is referred to as the radical of the ideal I. There is a bijection between affine
varieties of Cd and radical ideals of C[z].

The functions I and V also both satisfy the following reverse inclusion relationships:

1. I1 ⊆ I2 =⇒ V(I2) ⊆ V(I1)

2. Z1 ⊆ Z2 =⇒ I(Z2) ⊆ I(Z1)

A variety is said to be irreducible if it is not the union of two proper subvarieties. That is, Z
is irreducible if whenever there exist Z1, Z2 ⊆ Z such that Z = Z1 ∪ Z2, then we have either
Z = Z1 or Z = Z2. If rad(I) is prime, then V(I) is irreducible; in particular, if f is an irreducible
polynomial, then V(⟨f⟩) is an irreducible variety. The dimension of a variety Z ⊆ Cd is the length
of the longest chain of strictly decreasing irreducible subvarieties of Z, that is

(Z ⊇)Z0 ⊋ Z1 · · · ⊋ Zk ̸= ∅, where each Zi is irreducible.

If this is indeed the longest chain, we say that Z has dimension k. The codimension of Z is d− k.
It follows that if Z is irreducible, then any proper subvariety has a smaller dimension. Consider
the set L of linear subspaces of dimension d− k such that Z ∩L has only finitely many points for
each L ∈ L . The degree of Z is given by maxL∈L |Z ∩ L|.

The collection of varieties on Cd induces a topology whose closed sets are the affine varieties.
Therefore, the open sets are exactly the complements of these varieties in Cd. Moreover, the open
sets given by complements of hypersurfaces of Cd give us a basis for our topology. This induced
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topology is known as the Zariski topology. Notably, if Z (̸= Cd) is a proper affine variety, then the
Zariski open set Cd∖Z is a dense open set. If a property holds in a dense Zariski open set, we say
that the property is generic, or holds for a generic element of the space being considered.

The coordinate ring of a variety Z is given by C[Z] = C[z]/I(Z). The elements of C[Z] are
called the regular functions on Z. Just as varieties of Cd are in bijection with radical ideals of C[z],
there is a bijection between the radical ideals of C[Z] and the affine subvarieties of Z. Additionally,
if Z is irreducible, then I(Z) is prime and so C[Z] is an integral domain.

We can also define maps between the varieties Z1 ⊆ Cd1 and Z2 ⊆ Cd2 . A function ϕ :
Z1 → Z2 is said to be a regular map if there exists polynomials f1, . . . , fd2 ∈ C[Z] such that
ϕ(z1, . . . , zd1) = (f1(z1, . . . , zd1), . . . , fd2(z1, . . . , zd1)) and ϕ(Z1) ⊆ Z2. A regular map induces a
map ϕ∗ between the coordinate rings, C[Z2] → C[Z1], given by g 7→ g ◦ ϕ.

One can similarly consider subvarieties of the algebraic torus (C×)d = Cd ∖ {0} and of the
projective space Pd = P(Cd+1). A Laurent monomial is a map (C×)d → C×. In general, the affine
varieties of (C×)d are given by the vanishing of a collection of finitely many Laurent polynomi-
als. Indeed, the affine varieties of the algebraic torus are exactly given by the vanishing sets of
polynomials in

C[z±1 , . . . , z±d ] = C[z±] ≃ C[z1, . . . , zd, t]/⟨tz1 · · · zd − 1⟩.

To define Pd, let us first define the relation ∼:

(x0, . . . , xd) ∼ (y0, . . . , yd) if there exists c ∈ C× such that (y0, . . . , yd) = (cx0, . . . , cxd).

With this equivalence relation, we define projective space as

Pd = (Cd+1 ∖ {0})/ ∼ .

The points of Pd are denoted by [x0 : · · · : xd] where xi ∈ C. These points each correspond to a line
through the origin in Cd+1. The degree of a monomial is given by the sum of the coordinates of its
exponent vector. A homogeneous polynomial f ∈ C[z0, z1, . . . , zd] is a polynomial where each of
its terms have the same degree. Notice that if a homogeneous polynomial f of degree n vanishes
on (x0, . . . , xd), then it vanishes on (cx0, . . . , cxd) whenever c ̸= 0 ∈ C as f(cx0, . . . , cxd) =
cnf(x0, . . . , xd); so the vanishing sets of homogeneous polynomials are well-defined on Pd. Thus
a collection of homogeneous polynomials f1, . . . , fd ∈ C[z] defines a projective variety.

Consider the affine variety V(⟨f1, . . . , fk⟩) generated by fi ∈ C[z1, . . . , zd]. Let ni be the max
degree amoung all terms of fi. Consider the the new system of homogeneous polynomials

zt10 f1(z1/z0, . . . , zd/z0) = · · · = ztk0 fk(z1/z0, . . . , zd/z0) = 0.

This defines a projective variety in Pd. We call the vanishing set of this new system the projective
closure of V(⟨f1, . . . , fk⟩).

Suppose that Z = V(f1, . . . , fn) ⊂ Cd, where f1, . . . , fn generate I(Z). The Jacobian of
f1, . . . , fn ∈ C[z] is the matrix J(f1, . . . , fn) given by J(f1, . . . , fn)i,j = ∂fi

∂zj
, where ∂fi

∂zj
denotes

the first derivative of fi with respect to the variable zj . The smooth (nonsingular) locus of Z is the
open subset of points of Z where J(f1, . . . , fn) has maximal rank.

Let f be a square-free polynomial (that is, ⟨f⟩ = rad(⟨f⟩)). A point x is a smooth (regular)
point on the hypersurface V(f) if the gradient ∇f(x) = ( ∂f

∂z1
(x), . . . , ∂f

∂zd
(x)) is nonzero. The
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point x ∈ V(f) is singular if all partial derivatives of f vanish at x. The multiplicity (or local
degree) at a point x = (x1, . . . , xd) ∈ V(f) is m if for a generic choice of c ∈ Cd we have that
the polynomial f(t) = f(x1 + c1t, . . . , xd+ cdt) is such that tm|f(t) but tm+1 does not divide f(t)
(see [5, Definition 1 Chapter 3 Section 4]).

Let f : Z1 → Z2 be a regular map of varieties over a field of characteristic 0, with f(Z1) dense
inZ2; then there is an open subsetU ofZ2 such that if y ∈ Z2, then dim f−1(y)+dimZ2 = dimZ1.
Given such a map f , Bertini’s Theorem states that if Z1 is smooth, then U may be chosen so that
for every y ∈ U , the fiber f−1(y) is smooth [45, Theorem 2.27].

A toric variety is an irreducible variety Z with (C×)d as a dense open subset, together with an
action of (C×)d on Z which extends the action of (C×)d on itself. Let A = {a1, . . . , an} be a finite
subset of Zd such that its affine span contains Zd. We may embed the algebraic torus (C×)d into
Pn−1 through the map ϕA:

ϕA : (C×)d → Pn−1

z = (z1, . . . , zd) 7→ [za1 : · · · : zan].

Taking the closure of ϕA((C×)d) in Pn−1 yields the toric variety XA.
Given a Laurent polynomial with support a subset of A, f =

∑n
i=1 caiz

ai , the space XA ef-
fectively provides a space where f can be viewed as a homogeneous linear function. That is, if
f(x1, . . . , xd) = 0 for some x ∈ (C×)d, then the linear form Λf =

∑n
i=1 caizi−1 vanishes at

ϕA(x1, . . . , xd) in Pn−1. For more on toric varieties see [6, 7, 19].
We finish with a brief discussion on bounding the number of isolated solutions to a system of

Laurent polynomials. Suppose that we are given a system of d generic Laurent polynomials

f1 = f2 = · · · = fd = 0, where fi ∈ C[z±],

such that N (fi) = N (fj) for all i, j ∈ [d]. By Kuchnirenko’s Theorem, there are exactly
d!vol(N (f1)) isolated solutions in (C×)d. When the system is not generic, the number of isolated
solutions counted with multiplicity in (C×)d is less than d!vol(N (f1)) [22, Chapter 6 Section 2].

In Chapter 4, we will present a mild extension of Kushnirenko’s Theorem to polynomials in the
ring C[z±, λ], which contains the polynomials we are interested; that is characteristic polynomials
of matrices with Laurent polynomial entries, which the next chapter will introduce.
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3. Spectral Theory and Discrete Periodic Operators

3.1 Periodic Graphs

We begin by recalling some basic notions from group theory. An abelian group G = (G,+)
is a set equipped with a binary operation + : G × G → G, such that: (identity) there exists
element 0 ∈ G such that a = 0 + a = a + 0 for any a ∈ G; (commutes) for any a1, a2 ∈ G we
have a1 + a2 = a2 + a1; and (inverse) for any a ∈ G there exists a unique element −a such that
a + (−a) = 0. We say a group G is finitely generated if there exists some a1, . . . , an ∈ G such
that every element of G can be written as a linear combination of the elements a1, . . . , an.

A homomorphism of groups f : G1 → G2 is a linear map from G1 to G2, that is f(a1 + a2) =
f(a1) + f(a2). A homomorphism is an isomorphism if f(G1) = G2 (surjective) and f(a) = 0
only if a = 0 (injective). If there exists an isomorphism between two groups G1 and G2, then we
say they are isomorphic. A finitely generated abelian group G is free if it is isomorphic to Zd for
some d ∈ N, in which case we say that G has rank d.

A (right) group action of an abelian group G on a set S is a function γ : S × G → S such
that for x ∈ S we have γ(x, 0) = x and γ(x, a + b) = γ(γ(a, x), b), where 0 denotes the identity
element of G. From here on we will write γ(x, a) = x + a. The orbit of an element x ∈ S under
the action G is the set x + G = {x + a | a ∈ G}. We denote the collection of distinct orbits of S
under the action G by S/G. We say the G action is free on S if for all x ∈ S: if x + a = x for
some a ∈ G, then a = 0.

Definition 3.1.1. Let G be a finitely generated free abelian group. A G-periodic graph Γ =
(V(Γ), E(Γ)) is an infinite simple graph (undirected with no multiple edges or loops ) with vertices
V(Γ) and edges E(Γ) ⊂ V(Γ)× V(Γ) that satisfy the following:

1. G acts freely on both the vertices V(Γ) and the edges E(Γ).

2. Both V(Γ)/G and E(Γ)/G are finite sets.

The action of G on E(Γ) is denoted by (u, v) + a = (u + a, v + a) ∈ E(Γ) for a ∈ G and
(u, v) ∈ E(Γ). In this context, G is often called the (abstract) period lattice. ⋄

Notice that we do not require a Zd-periodic graph to be connected, as is often the case in the
literature.

A fundamental domain is a finite set W ⊂ V(Γ) of representatives of the orbits V(Γ)/G. If U
is a collection of vertices and a an element of G, we write U + a :=

⋃
u∈U u+ a. In this way, if W

is a fundamental domain we have that V(Γ) is a disjoint union of the translates of W . Figure 3.1
illustrates two Z2-periodic graphs realized in R2.

Let W be a fundamental domain of the Zd-periodic graph Γ. The support of a collection of
vertices U ⊆ W , denoted A(U), is the collection of a ∈ Zd such that there exists an edge in E(Γ)
between some vertex of U and some vertex of U + a. In particular

A(U) := {a ∈ Zd| there exists (u, v + a) ∈ E(Γ) for some u, v ∈ U}.

10



Figure 3.1: The left figure is the hexagonal lattice. The right figure is an abelian cover of K4.

Let Γ be a Zd-periodic graph with fundamental domain W . For Q := (q1, . . . , qd) ∈ (N)d,
let QZ denote the finite-index subgroup

⊕d
i=1 qiZ of Zd. As Γ is also QZ-periodic, the fun-

damental domain W induces a natural fundamental domain for Γ as a QZ-periodic graph, WQ

=
⋃
a∈Zd|0≤ai<qi W + a, where a = (a1, . . . , ad) ∈ Zd. We will sometimes refer to WQ as an

expansion of W to emphasize relationship between WQ and W . Figure 3.2 highlights the funda-
mental domain W(3,2) of the hexagonal lattice shown in Figure 3.1. Let Γ be a G-periodic graph

Figure 3.2: The (3, 2)Z-periodic hexagonal lattice.

with fundamental domain W , and for each (u, v) ∈ W let k(u,v) denote the largest integer such that
there existsA1, . . . , Ak(u,v) ∈ G such that (u, v+Ai) ∈ E(Γ) and (u, v+Ai)+G = (u, v+Aj)+G
only if i = j. Let Γ/G be the finite multi-graph with vertices V(Γ/G) := W and edges

E(Γ/G) := {(u, v)i|u, v ∈ W, i ∈ [k(u,v)]}.

We call Γ/G the quotient graph of Γ. In other words, Γ/G is exactly the finite graph given by the
natural realization of a graph with vertices given by the vertex orbits V(Γ)/G and edges given by
the edge orbits E := E(Γ)/G; that is, it is the image of the natural projection Γ → Γ/Zd (see

11



Figure 3.3). It is natural to view Γ as an abelian covering of the finite graph Γ/G. This point of
view is explored in [51].

u v

w1

w2

w3

w4

Figure 3.3: Respective quotient graphs of the periodic graphs from Figure 3.1.

3.2 Basic Spectral Theory

Given a Zd-periodic graph Γ = (V(Γ), E(Γ)), we wish the study the spectrum of a class
of bounded linear operators (often selfadjoint) acting on ℓ2(V(Γ)), the Hilbert space of square
summable complex-valued functions on the vertices of Γ. In this section, we will introduce the
basics of spectral theory on bounded linear operators. Much of our discussion follows [8, Chapter
1]. Another great source is [52].

A norm on a vector space V over the complex numbers is a function ∥·∥ : V → R that satisfies
the following properties for all ϕ, ψ ∈ V and all c ∈ C:

1. ∥ϕ∥ ≥ 0.

2. ∥ϕ∥ = 0 if and only if ϕ = 0.

3. ∥cϕ∥ = |c|∥ϕ∥.

4. ∥ϕ+ ψ∥ ≤ ∥ϕ∥+ ∥ψ∥.

Then (V , ∥ · ∥) is a normed space. A norm ∥ · ∥ on V induces a metric on V via

d(ϕ, ψ) = ∥ϕ− ψ∥.

Let V be a vector space over the complex numbers. An inner product is a function ⟨·, ·⟩ :
V × V → C such that for all ϕ, ψ, χ ∈ V and all c1, c2 ∈ C we have:

1. ⟨ϕ, ψ⟩ = ⟨ψ, ϕ⟩, where the overline denotes complex conjugation.

2. ⟨ϕ, ϕ⟩ ≥ 0 (By Condition (1), ⟨ϕ, ϕ⟩ is real as ⟨ϕ, ϕ⟩ = ⟨ϕ, ϕ⟩).

3. ⟨ϕ, ϕ⟩ = 0 if and only if ϕ = 0.

4. ⟨c1ϕ+ c2ψ, χ⟩ = c1⟨ϕ, χ⟩+ c2⟨ψ, χ⟩.

12



Every inner product on V gives rise to a norm on V , defined by

∥ϕ∥ :=
√

⟨ϕ, ϕ⟩.

We call such a normed spaced (V , ⟨·, ·⟩) an inner product space. When an inner product space
is also complete, it is called a Hilbert space.

Example 3.2.1. Let ℓ2(Z) be the collection of square summable sequences on Z. Explicitly,

ℓ2(Z) =
{
ϕ : Z → C |

∑
n∈Z

|ϕn|2 <∞
}
.

For ϕ, ψ ∈ ℓ2(Γ), we may define the inner product:

⟨ϕ, ψ⟩ =
∑
n∈Z

ϕ(n)ψ(n).

Therefore, the induced norm of an element ϕ ∈ ℓ2(Γ) is given by

∥ϕ∥ =

√∑
n∈Z

ϕ(n)ϕ(n) =

√∑
n∈Z

|ϕ(n)|2.

One can show that this norm induces a complete metric, and therefore ℓ2(Z) ( = (ℓ2(Z), ⟨·, ·⟩)
is a Hilbert space (see [8, Theorem 1.2.7] for details). ⋄

Let V and W be normed spaces. A bounded linear operator L : V → W is a map from V to
W with the following properties:

1. (linear) for ϕ, ψ ∈ V and b, c ∈ C we have L(bϕ+ cψ) = bL(ϕ) + cL(ψ).

2. (bounded) The operator norm is bounded, that is

∥L∥ := sup{∥L(ϕ)∥ | ϕ ∈ V , ∥ϕ∥ = 1} <∞.

Suppose that L is a bounded linear operator from L : V → W . Let IV denote the identity
operator from V to V given by the map IV (ϕ) = ϕ for all ϕ ∈ V . An operator L such that there
exists H : W → V such that LH = IW and HL = IV is called invertible. In this case we write
L−1 = H and call H the inverse of L. When the ambient space is clear we will simply write I for
IV .

Suppose that L : V → V is a bounded linear operator. The collection of λ ∈ C such that the
operator L − λIV (= L − λI) is invertible is called the resolvent set of L, denoted by ρ(L). The
spectrum of L, denoted by σ(L), is given by the complement of the resolvent set in C. That is,

σ(L) = C∖ ρ(L) = {λ ∈ C | L− λI is not invertible}.

If V is a Banach space, then for any bounded linear operator L : V → V , σ(L) is a nonempty
compact subset of C [8, Proposition 1.3.9].
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A λ ∈ σ(L) is called an eigenvalue if there exists ϕ ∈ V such that Lϕ = λϕ; that is, L − λI
has a nontrivial kernel. The collection of eigenvalues, however, does not necessarily make up the
entire spectrum and may even be empty (as we will see later in this section). The collection of
λ ∈ σ(L) such that λ is an eigenvalue is known as the discrete spectrum, and its complement in
σ(L) is called the essential spectrum.

Oftentimes the operators that we consider will be selfadjoint. Let V be a Hilbert space and let
L : V → V be an operator. There exists an operator L∗ such that for each ϕ, ψ ∈ V we have

⟨Lϕ, ψ⟩ = ⟨ϕ, L∗ψ⟩.

Here L∗ is called the adjoint of L. We say that L is selfadjoint if L = L∗. For a bounded linear
selfadjoint operator L, the spectrum is a compact subset of R [8, Proposition 1.4.7].

Let L be a bounded linear operator on a Hilbert space V and let λ ∈ C. We call a sequence of
functions ϕn ∈ V a Weyl sequence for L at λ if ∥ϕn∥ = 1 for all n ∈ N and

lim
n→∞

∥(L− λ)ϕn∥ = 0.

If there is a Weyl sequence for L at λ, then λ ∈ σ(L); moreover, if L is selfadjoint, then the
converse holds ([8, Theorem 1.4.20] and [52, Lemma 2.17]).

An operator U : V → V is unitary if its adjoint is also its inverse, that is UU∗ = U∗U = I .
Let L : V → V be a bounded linear operator and let U : V → V be a unitary operator. Notice
that L − λI is invertible if and only if U∗(L − λI)U = U∗LU − λI is, and so it follows that
σ(L) = σ(U∗LU).

If U : H1 → H2 is a linear map between two Hilbert spaces, we say that it is unitary if it is
invertible and if

⟨Uϕ,Uψ⟩H2 = ⟨ϕ, ψ⟩H1 for all ϕ, ψ ∈ H1.

If such a U exists between two Hilbert spaces H1 and H2, then we say that H1 and H2 are
isomorphic as Hilbert spaces. For a unitary operator U, we write U∗ for its inverse. Similar to
before, we have that L− λI : H1 → H1 is invertible if and only if U(L− λI)U∗ = ULU∗ − λI
is, and so it follows that σ(L) = σ(ULU∗).

The case of the discrete Laplacian on Z
We finish our discussion with an analysis of the spectrum of the discrete Laplacian on Z. The

discrete Laplacian ∆ : ℓ2(Z) → ℓ2(Z) is given by,

(∆ϕ)(n) = ϕ(n+ 1) + ϕ(n− 1), ϕ ∈ ℓ2(Z), n ∈ Z.

We start by showing that ∆ is a bounded selfadjoint linear operator on ℓ2(Z).

1. ∆ is obviously linear.

2. ∆ is bounded:

⟨∆ϕ,∆ϕ⟩ =
∑
n∈Z

(ϕn+1 + ϕn−1)(ϕn+1 + ϕn−1) ≤
∑
n∈Z

(|ϕn+1|+ |ϕn−1|)2.
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Recall that ∥∆ϕ∥ =
√

⟨∆ϕ,∆ϕ⟩. By the Minkowski inequality,√∑
n∈Z

(|ϕn+1|+ |ϕn−1|)2 ≤
√∑

n∈Z

|ϕn+1|2 +
√∑

n∈Z

|ϕn−1|2 = 2∥ϕ∥.

Thus we see that ∥∆ϕ∥ ≤ 2∥ϕ∥ for any ϕ ∈ ℓ2(Z), and so ∆ is bounded.

3. ∆ is selfadjoint: Let ϕ, ψ ∈ ℓ2(Z). We have

⟨∆ϕ, ψ⟩ =
∑
n∈Z

(ϕn+1 + ϕn−1)ψn.

Collecting the coefficients of ϕn we may rewrite this sum as∑
n∈Z

(ψn+1 + ψn−1)ϕn =
∑
n∈Z

(∆ψn)ϕn = ⟨ϕ,∆ψ⟩.

Thus we conclude ⟨∆ϕ, ψ⟩ = ⟨ϕ,∆ψ⟩; that is, ∆ is selfadjoint.

Next we will see that this operator has no eigenvalues, but rather its spectrum consists entirely
of essential spectrum. We will accomplish this by showing that ∆ has no eigenfunctions in ℓ2(Z).

Let us start by assuming that there exists ϕ ̸= 0 such that Lϕ = λϕ. Notice that then we have

ϕ(n+ 1) + ϕ(n− 1) = λϕ(n).

If there is a ϕ that satisfies this, then it satisfies the recurrence

ϕ(n) = λϕ(n− 1)− ϕ(n− 2).

This recurrence has characteristic equation r2 − λr + 1 = 0; which has roots λ±
√
λ2−4
2

. Notice
that if r1, r2 are the roots, then ϕ must be of the form ϕ = c1r

n
1 + c2r

n
2 for some c1, c2 ∈ C. Let

us consider the possible ϕ that satisfy this recurrence via the various cases of λ with respect to
whether the discriminant is positive or not.

1. Case −2 ≤ λ ≤ 2: If we set λ = 2 cos(θ), than we see that the roots are exactly e−iθ and eiθ,
and thus we must have that ϕ(n) = c1e

iθn + c2e
−iθn. All non-zero functions of this form are

either constant or oscillating as n goes to ±∞ , and thus cannot be in ℓ2(Z).

2. Case |λ| > 2: The discriminant is positive, and so the roots are real. Moreover, one root will
be a real number with a magnitude greater than 1 and one root will be a real number with a
magnitude less than 1; denote these roots r1 and r2, respectively.

As we have that ϕ(n) = c1r
n
1 + c2r

n
2 ; when c1 ̸= 0, we have |r1| > |r2|. Therefore, as

n→ ∞ the c1rn1 term will dominate, and the magnitude of ϕ(n) will diverge to infinity.

Similarly, when c2 ̸= 0, we have that | 1
r2
| > | 1

r1
|; thus as n → −∞ the c2rn2 term will

dominate, and the magnitude of ϕ(n) will diverge to infinity.

In either case, we see that ϕ cannot be in ℓ2(Z).
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It follows that any non-zero ϕ satisfying this recurrence cannot be in ℓ2(Z), and so ∆ has no
eigenfunctions in this space. We conclude that ∆ : ℓ2(Z) → ℓ2(Z) has no eigenvalues.

This leaves us to study the remaining essential spectrum of ∆, which we will show results in
σ(∆) = [−2, 2]. For this, we turn to the Fourier transform. Let T = {z ∈ C | |z| = 1}, and let
L2(T) denote the space of square integrable functions on T,

L2(T) =
{
f : T → C |

∫
T
|f(z)|2dz <∞

}
,

where dz is the Haar measure on T, that is
∫
T
dz = 1.

In this way, L2(T) is a Hilbert space with a norm induced by the inner product

⟨f, g⟩ =
∫
T
f(z)g(z) dz.

The Fourier transform F sends functions in ℓ2(Z) to functions in L2(T) in the following way:

Fg = ĝ(z) =
∑
n∈Z

g(n)z−n.

This transform is invertible. Indeed, we may define F ∗ to be the following operator:

F ∗ĝ = g(n) =

∫
z∈T

ĝ(z)zn dz.

We claim that F is unitary. Indeed, if f, g ∈ ℓ2(Γ), then we have

⟨Ff,Fg⟩L2(T) =

∫
z∈T

∑
n∈Z

f(n)z−n
∑
m∈Z

g(m)z−mdz =

∫
z∈T

∑
n∈Z

f(n)z−n
∑
m∈Z

g(m)zm dz.

When m ̸= n, we have that
∫
z∈T f(n)z

−ng(m)zmdz = 0. It follows that

⟨Ff,Fg⟩L2(T) =

∫
z∈T

∑
n∈Z

f(n)g(n)dz =
∑
n∈Z

f(n)g(n) = ⟨f, g⟩ℓ2(Z).

Thus we see that F is a unitary operator, and so the spectrum of ∆ is equal to the spectrum of
F∆F ∗. In other words, ∆− λI is bijective if and only if F∆F ∗ − λI is.

Let us consider how F∆F ∗ − λI acts on ĝ(z) for a fixed z0 ∈ T. We have(
(F∆F ∗−λI)ĝ

)
(z0) =

(
F

∫
z∈T

ĝ(z)zn+1 + ĝ(z)zn−1dz

)
(z0)−λĝ(z0) = (z0+z

−1
0 −λ)ĝ(z0).

Thus, we see that (F∆F ∗ − λI) acts on L2(T) as a multiplication operator. It is easy to see
that this operator is a bijection if and only if (z0 + z−1

0 − λ) ̸= 0 for each z0 ∈ T. To show this,
first notice that if λ is such that λ ̸= z0+ z−1

0 for all z0 ∈ T, then the operator H : L2(T) → L2(T)
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given by ĝ(z) 7→ ĝ(z)
z−z−1−λ is well-defined and exactly the inverse to (F∆F ∗ − λI), and thus

λ ∈ ρ(∆).
On the other hand, if λ = z0 + z−1

0 for some z0 ∈ T, then (F∆F ∗) has a Weyl sequence at λ.
Indeed, let e2πiθ = z0 and consider the sequence of functions fn ∈ L2(T) such that fn(z) =

√
n
2

when z = e2πi(θ+t) for some t ∈ [− 1
n
, 1
n
] and is 0 otherwise. One can verify that ∥fn(z)∥ = 1 for

each n ∈ N, but limn→∞ ∥(F∆F ∗ − λI)ϕn∥ = 0. Thus ϕn is a Weyl sequence of ∆ at λ, and so
λ ∈ σ(∆).

It follows that λ ∈ σ(∆) if and only if λ is a root of (z + z−1 − λ) for some z ∈ T. Notice that
when z ∈ T, we have z+z−1 = 2Re(z) andRe(z) ∈ [−1, 1], and so it follows that σ(∆) = [−2, 2].

As the action of F∆F ∗ : L2(T) → L2(T) on a function ĝ(z) ∈ L2(T) for each fixed z ∈ T is
just multiplication by (z + z−1), we may express our operator as(

(F∆F ∗ − λI)ĝ
)
(z) = (z + z−1)ĝ(z).

As we saw before, ∆ has no eigenfunctions in ℓ2(Z) (similar to how F∆F ∗ has no eigen-
functions in L2(T)). However, we can ask whether there is a way to interpret the elements λ of the
essential spectrum as eigenvalues of L on the larger space of functions ϕ : Z → C. The answer
is yes, and we call such functions generalized eigenfunctions. We say a function ϕ : Z → T is a
generalized eigenfunction of ∆ if it satisfies ∆ϕ = λϕ and |ϕ(n)| ≤ c|1 + |n||t for some constants
c, t > 0 and every n ∈ Z [8, Definition 2.4.1]. The collection of λ such that there exists a general-
ized eigenfunction ϕ of ∆ are called the generalized eigenvalues of ∆; the closure of the collection
of generalized eigenvalues of ∆ recovers σ(∆) [8, Theorem 2.4.2].

Let us identify the generalized eigenfunctions of ∆. Suppose that λ = z0 + z−1
0 for some

z0 ∈ T. Recall that then λ ∈ [−2, 2], and so we already saw what the generalized eigenfunctions
of λ are in this case; they are functions of the form ϕ(n) = c1e

iθn + c2e
−iθn, when λ = 2 cos(θ)(

= eiθ + e−iθ). As λ = z0 + z−1
0 , there is a θ ∈ [0, 2π) such that eiθ = z0 ∈ T and e−iθ = z−1

0 ∈ T,
and so ϕ(n) = c1z

n
0 + c2z

−n
0 . One can quickly check that any function of the form ϕ(n) = cz±n0

satisfies ∆ϕ(n) = (z0 + z−1
0 )ϕ(n), and so all functions of the form ϕ(n) = c1z

n
0 + c2z

−n
0 , such

that c1 or c2 is non-zero, are generalized eigenfunctions of ∆ corresponding to the generalized
eigenvalue λ = z0 + z−1

0 . Thus, we see that every λ ∈ σ(∆) is a generalized eigenvalue.

3.3 Discrete Periodic Operators and Floquet Theory

The Schrödinger operator is a well known and deeply studied operator. This operator is com-
posed of a Laplacian with a perturbing potential. The choice of potential in studying Schrödinger
operators has deep implications; entire branches of spectral theory hinge on whether the potential
function is random, almost-periodic, quasiperiodic, continuous and periodic, or, as in our case,
discrete and periodic. The discrete periodic Schrödinger operator arises from the tight-binding
model, and the study of this family of operators is one of the most classical directions in math-
ematical physics. We will examine the broader class of discrete periodic operators, which are
operators composed of a periodically weighted discrete Laplacian and a periodic potential.

3.3.1 Discrete Periodic Operators

Let G be a finitely generated free abelian group acting on a set S. We say that a function
f : S → C is G-periodic if for all s ∈ S and for all a ∈ G, we have f(s + a) = f(s) . If S/G is
finite, it follows that the range of f in C is given by a finite set of complex numbers.
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Definition 3.3.1. Given aG-periodic graph Γ and aG-periodic functionE : E(Γ) → C, a weighted
discrete Laplacian (also called a Laplace-Beltrami operator), ∆E , is an operator that acts on func-
tions f : V(Γ) → C in the following way:

(∆Ef)(u) =
∑

(u,v)∈E(Γ)

E((u, v))(f(u)− f(v)).

We call the function E an edge labeling, and say that E((u, v)) is the weight (or label) of the edge
(u, v) ∈ E(Γ). ⋄

Definition 3.3.2. Given a G-periodic graph Γ and a free abelian group G that acts on Γ, a G-
periodic potential, V , is a multiplication operator that acts on functions on the vertices of Γ with
values in C; that is, for each f : V(Γ) → C and u ∈ V(Γ),

(V f)(u) = V (u)f(u).

Here, we abuse notation by also using V to denote the G-periodic function V : V(Γ) → C. ⋄

Definition 3.3.3. Given a G-periodic graph Γ, the sum of a weighted graph Laplacian ∆E and a
G-periodic potential V defines a discrete periodic operator L := V +∆E . In particular, L acts on
functions f : V(Γ) → C in the following way:

(Lf)(u) = V (u)f(u) +
∑

(u,v)∈E(Γ)

E((u, v))(f(u)− f(v)).

When all edge weights are 1, this is known as a discrete periodic Schrödinger operator. ⋄

Together, we say that the pair of G-periodic functions (V,E) give a labeling of Γ. As L
is dependent on the choice of labeling (V,E), we will often say that L is the discrete periodic
operator given by (V,E); that is, L is the discrete periodic operator V +∆E .

A discrete periodic operatorL is a bounded linear operator on ℓ2(V(Γ)). Moreover, whenE and
V are taken to be real-valued functions, L is selfadjoint and therefore has only real spectrum. The
proof of these facts is similar to the special case of the discrete Laplacian presented in Section 3.2.
For example, one can verify that if (u1, v1), . . . , (uk, vk) are representatives of the k edge orbits
E(Γ)/G, then

∥L∥ ≤
∑
u∈W

|V (u)|+ 2
k∑
i=1

|E((ui, vi))|.

3.3.2 Floquet Theory

Let Γ be a Zd-periodic graph with a fundamental domain W . We wish to study the spectrum of
a discrete periodic operator L acting on ℓ2(V(Γ)), the Hilbert space of square summable functions
on V(Γ). Fix a fundamental domain W of Γ. The Floquet transform F of a function g on V(Γ) is
given by:

g(u) 7→ ĝ(z, u) =
∑
a∈Zd

g(u+ a)z−a.
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Notice that (Fg(u + a))(z) = za(F ĝ(u))(z). One can see that ĝ(z, u) is just the Fourier
transform of g restricted to vertices in the orbit u+ Zd. If g ∈ ℓ2(V(Γ)), then∑

u∈W

∫
Td

|ĝ(z, u)dz|2 <∞.

That is, ĝ(z, u) is in L2(Td), the Hilbert space of square integrable functions on Td, for each
u ∈ W . Suppose that W = {ω1, . . . , ωm}. Given a function g ∈ ℓ2(V(Γ)), we can view Fg =
ĝ(z, ·) = (ĝ(z, ω1), ĝ(z, ω2), . . . , ĝ(z, ωm))

T as an element of the Hilbert space

L2(Td)W = {ĝ(z, ·) | ĝ(z, ωi) is in L2(Td) for each i ∈ [n]}.

Indeed, L2(Td)W is a Hilbert space with the inner product:

⟨f̂(z, ·), g(z, ·)⟩ =
m∑
i=1

∫
Td

f(z, wi)g(z, wi)dz.

Like the Fourier transform, the Floquet transform F : ℓ2(V(Γ)) → L2(Td)W is a unitary oper-
ator; so L and FLF ∗ are unitarily equivalent, where F ∗ denotes the inverse Floquet transform.

Define L(z) to be the W ×W matrix such that, for each u, v ∈ W ,

L(z)u,v = δu,v

V (u) +
∑

(u,ω)∈E(Γ)

E((u, ω))

−
∑

(u,v+a)∈E(Γ)

E((u, v + a))za, (3.1)

where δ is the Kronecker delta function (that is, δu,v = 1 when u = v and δu,v = 0 otherwise).
We will now show that, for any ĝ(z, ·) ∈ L2(Td)W ,

FLF ∗ĝ(z, ·) = L(z)ĝ(z, ·). (3.2)

This equality is because, for each z ∈ Td and u ∈ W , we have

FLF ∗(ĝ)(z, u) = V (u)ĝ(z, u) +
∑

(u,v+a)∈E(Γ),v∈W

E((u, v + a))(ĝ(z, u)− zaĝ(z, v)).

Notice that L(z) is defined such that for each z ∈ Td and any ĝ(z, ·) ∈ L2(Td)W , we have

L(z)u,v = [ĝ(z, v)](FLF ∗(ĝ)(z, u)),

where [ĝ(z, v)]f denotes extracting the coefficient of ĝ(z, v) in f . In this way,∑
v∈W

L(z)u,vĝ(z, v) = FLF ∗(ĝ)(z, u).

It follows that for each z ∈ Td and any ĝ(z, ·) ∈ L2(Td)W , we have FLF ∗ĝ(z, ·) = L(z)ĝ(z, ·).
That is, FLF ∗ acts as multiplication by a finite matrix on the vector ĝ(z, ·) ∈ L2(Td)W for each
fixed z ∈ Td. We obtain the following fact.
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Fact 3.3.4. FLF ∗−λI is a bijection if and only if each L(z)−λI is. It follows that, the spectrum
of L is given by the union of the eigenvalues of L(z) for each z ∈ Td.

Proof. As in the case of Section 3.2, for a fixed z0 ∈ Td, we can consider (FLF ∗ − λI) acting
on a vector ĝ(z, ·), and we see that

(FLF ∗ − λI)ĝ(z0, ·) = L(z0)ĝ(z0, ·)− λIĝ(z0, ·)) = (L(z0)− λI)ĝ(z0, ·).

Unless λ is an eigenvalue of L(z) for some z ∈ T, the operator (FLF ∗ − λI) : L2(Td)W →
L2(Td)W has a well-defined inverse, as eachL(z)−λI does, and is thus a bijection (λ ∈ ρ(FLF ∗)).

Moreover, similar to the discrete Laplacian, one can show that if λ is an eigenvalue of L(z0)
for some z0 ∈ Td, the operator (FLF ∗) has a Weyl sequence at λ. To show this, let θ ∈ Rd be
such that z0 = (e2πiθ1 , . . . , e2πiθd), let ∫ = (∫1, . . . , ∫m) ∈ Rm be an eigenvector of L(z0) such that
L(z0)∫ = λ∫ , and let c = 1∑m

i=1 |∫i|2
. Define ϕn(z) = ((ϕn)1(z), . . . , (ϕn)m(z)) where

(ϕn)i(z) =
(√

c
nd

2d

)
∫i when z = (e2πi(θ1+t1), . . . , e2πi(θd+td)) for some t ∈

[
− 1

n
,
1

n

]d
,

and is zero otherwise. Notice that ∥ϕn∥ = 1 for each n ∈ N, but limn→∞ ∥(FLF ∗−λI)ϕn∥ = 0.
Thus, ϕn is a Weyl sequence of FLF ∗ at λ, and so we have that λ ∈ σ(FLF ∗).

When z is viewed as an indeterminate, it is easy see that L(z) is just a |W | × |W | matrix with
Laurent polynomial entries in C[z±]. Given a discrete periodic operator L, we will often refer to
L(z) as the Floquet matrix of L.

Remark 3.3.5. A Floquet function f : V(Γ) → C with Floquet multipler z ∈ Td is a quasi-
periodic with respect to the Zd group action. That is, f is such that for each u ∈ V(Γ) and
a ∈ Zd, we have f(u + a) = zaf(u). Such functions are also sometimes called Bloch functions,
or functions satisfying “Floquet-boundary” condition.

We may also obtain the spectrum of L on ℓ2(V(Γ)) by studying the spectrum of L acting on
the spaces of Floquet functions f : V(Γ) → C with Floquet multipler z for each z ∈ Td. As in the
example given in Section 3.2, one can show that such quasi-periodic functions on V(Γ) make up
the generalized eigenfunctions of L.

Indeed, first notice that each quasi-periodic function f is determined by the values it takes on
the fundamental domain, and thus it can be represented by the vector (f(ω1), f(ω2), . . . , f(ωm)).
Now consider L acting on the vector (f(ω1), f(ω2), . . . , f(ωm))

T , where the fundamental domain
is given by {ω1, . . . , ωm} = W , and where f is such that f(ωi + a) = za0f(ωi) for each i ∈ [m]
and all a ∈ Zd. It is easy to verify that L acts on this vector as multiplication by the matrix L(z0).
Notice that if u ∈ V(Γ), then there exists a such that u = a + ωi for some i ∈ [m]. Therefore, if
Lf(ωi) = λf(ωi) for each i ∈ [m], then we have that Lf(u) = λf(u) for all u ∈ V(Γ). It follows
that such functions f are indeed generalized eigenfunctions of L, and that the eigenvalues of L(z0)
are generalized eigenvalues of L.

Example 3.3.6. Let Γ be the hexagonal lattice from Figure 3.1. Figure 3.4 shows a labeling in a
neighborhood of its fundamental domain. Thus W = {u, v} consists of two vertices, and there are

20



u u+ x

u+ y

vv − x

v − y

x

y

α

γ

γ

β β

Figure 3.4: A labeling of the hexagonal lattice.

three (orbits of) edges, with labels α, β, γ. Let (x, y) ∈ T2. The operator FLF ∗ is

FLF ∗(f̂)((x, y), u) = (V (u) + α + β + γ)f̂((x, y), u) + (−α− βx−1 − γy−1)f̂((x, y), v) ,

FLF ∗(f̂)((x, y), v) = (V (v) + α + β + γ)f̂((x, y), v) + (−α− βx− γy)f̂((x, y), u) .

Collecting coefficients of f̂(u) and f̂(v), we obtain the 2× 2-matrix L(x, y):

L(x, y) =

(
V (u) + α + β + γ −α− βx−1 − γy−1

−α− βx− γy V (v) + α + β + γ

)
, (3.3)

whose entries are Laurent polynomials in x and y. Notice that the support A(W ) equals the set
of exponents of monomials which appear in L. Observe that for (x, y) ∈ T2, we have LT (x, y) =
L(x−1, y−1) = L(x̄, ȳ), and so when V and E are both real, L(x, y) is Hermitian. ⋄

This observation holds in general, that is, when both E and V take only real values, L(z) is
Hermitian for z ∈ Td. In this case, for each z ∈ Td, the spectrum is real and consists of its |W |
eigenvalues:

λ1(z) ≤ λ2(z) ≤ · · · ≤ λ|W |(z) . (3.4)

These eigenvalues vary continuously with z ∈ Td, and λj(z) is called the jth spectral band func-
tion, λj : Td → R. Its image is an interval in R, called the jth spectral band. The eigenvalues (3.4)
are the roots of the characteristic polynomial restricted to z ∈ Td,

D(z, λ) := det(L(z) − λI) , (3.5)

which we call the dispersion polynomial. Its vanishing set on this restriction defines a real algebraic
hypersurface

BVR(L) = VR(D(z, λ)) = {(z, λ) ∈ Td × R | D(z, λ) = 0} , (3.6)

called the (real) Bloch variety (or dispersion relation) of the operator L. As we wish to apply
techniques from algebraic geometry, we will often also consider the (complex) Bloch variety
BV (L) = V(D(z, λ)) ⊂ (C∗)d × C. The image of the (real) Bloch variety under the projection
to R is the spectrum σ(L) of the operator L. This projection is a function λ on the Bloch variety.
That is, λ : BVR(L) → R (or λ : BV (L) → C) is the coordinate projection λ(z, λ) = λ with
domain restricted to the Bloch variety. Identifying the jth branch/graph with Td, the restriction of
λ to that branch gives the corresponding spectral band function λj .
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Figure 3.5: A Bloch variety and spectral bands for the hexagonal lattice.

Figure 3.5 shows this for the operator L on the hexagonal lattice with edge weights 6, 3, 2 and
potential V (u) = V (v) = 0—for this we unfurl T2, representing it by [−π

2
, 3π

2
]2 ⊂ R2, which is a

fundamental domain in its universal cover.
It has two branches with each the graph of the corresponding spectral band function. An

endpoint of a spectral band (spectral edge) is the image of an extremum of some band function
λj(z). For the hexagonal lattice at these parameters, each band function has two nondegenerate
extrema, and together these give the four spectral edges. These edges are also local extrema of the
function λ on the Bloch variety.

3.3.3 Changing the Period Lattice of the Potential

We present an additional way of constructing the dispersion polynomial as one varies the period
of the potential which will be used in Chapter 5; where we will explore the effect that changing the
period of the potential has on the reducibility of the dispersion polynomial.

Let Γ be a Zd-periodic graph with fundamental domain W , where m := |W |. Fix Q ∈ Nd

and let |Q| :=
∏

i qi. We wish to study the dispersion polynomial given a labeling (VQ, E) where
E : E(Γ) → C is a Zd-periodic edge labeling and VQ : V(Γ) → C is QZd-periodic potential,
rather than a Zd-periodic potential. As QZ is a free full rank subgroup, we have that Γ is also
a QZ-periodic graph, and E is a QZ-periodic edge labeling. Thus, as discussed in 3.1, WQ is
a fundamental domain of Γ equipped with the free action QZ (that is, as a QZ-periodic graph).
As Q will vary throughout our discussion in Chapter 5, we will denote the Floquet matrix of L
with respect to the QZ-periodic graph Γ with fundamental domain WQ by LQ(z). Recall that WQ

contains exactly |Q|m vertices, and so, by Equation (3.1), LQ(z) is a (|Q|m× |Q|m)-matrix with
Laurent polynomial entries.

We next discuss an alternative representative of LQ(z) that comes from a change of basis.
Recall that for each z ∈ Td, we can view LQ(z) as acting on the space of Floquet functions on
V(Γ) with Floquet multiplier z (see Remark 3.3.5). We begin by considering the surjective group
homomorphism

ϕ : (C×)d −→ (C×)d

(z1, . . . , zd) 7−→ (zq11 , . . . , z
qd
d ),

(3.7)

with kernel group UQ :=
∏d

i=1 Uqi , where Uqi is the multiplicative group of qith roots of unity.
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Fix z ∈ Td. The set consisting of the functions that satisfy

eµ(v + a) := (µ1z1)
a1 · · · (µdzd)adeµ(v) = (µz)aeµ(v) (3.8)

for µ ∈ UQ, a ∈ Zd, and v ∈ W , forms a basis for functions ψ : V(Γ) → C satisfying

ψ(Qi + a+ v) = zqii ψ(a+ v) for each v ∈ W and each i = 1, . . . , d.

Here, Qi ∈ Zd is qi in the ith component and 0 elsewhere. That is, the eµ form a basis for functions
that are quasiperiodic Floquet functions with Floquet multiplier zQ with respect to the QZ group
action. Notice that for each z, these are exactly the generalized eigenfunctions of LQ after the
cover map (3.7), and thus we may obtain a new matrix representation for LQ(z

q1
1 , . . . , z

qd
d ) in the

basis given by the functions of (3.8). The weighted discrete Laplacian in the basis (3.8) is

(∆Eeµ)(u) =
∑

(u,v+a)∈E(Γ)

E(u,v+a)(eµ(u)− (µz)aeµ(v)),

where u, v ∈ W and µ ∈ UQ. The Floquet matrix of the ∆E in the basis {eµ(v) | µ ∈ UQ, v ∈ W}
is the m|Q| ×m|Q| matrix ∆̂E(z). This matrix is given by |Q| × |Q| blocks, indexed by UQ×UQ,
of m×m matrices, indexed by W ×W . Explicitly, it is the block-diagonal matrix

∆̂E(z)µ,µ′ := ∆E(µz)δµ,µ′ ,

where ∆E(z) is the Floquet matrix of the weighted discrete Laplacian on the Zd-periodic graph Γ.
In order to discuss the potential V in this new basis, we will take a discrete Fourier transform.

For µ ∈ UQ, v ∈ W , and a ∈ Zd such that v + a ∈ WQ, the discrete Fourier transform of the
potential V is

(V eµ)(v + a) =
∑
ρ∈UQ

V̂ρ,µ(v)eρ(v + a) =
∑
ρ∈UQ

V̂ρ,µ(v)ρ
aeρ(v),

where V̂ρ,µ(v) are the Fourier coefficients (see also [16, Equation 4.5]). In order to obtain a matrix
multiplication operator representing V in this new basis, we solve for these coefficients and find
that

V̂ρ,µ(v)eρ(v) =
eµ(v)

|Q|
∑

v+a∈WQ

V (v + a)(µρ−1)a.

Let V̂ be the matrix representation of V in the basis given by the functions of (3.8); that is, by
the discrete Fourier transform V̂ acts on the basis function eρ(v) by

V̂ (eρ(v)) =
∑
µ∈UQ

V̂ρ,µ(v)eρ(v) =
∑
µ∈UQ

eµ(v)

|Q|
∑

v+a∈WQ

V (v + a)(µρ−1)a
(
= V (eρ)(v)

)
.

This is a Q×Q block matrix with m×m entries, indexed the same as ∆̂E(z). Here, each V̂µ,µ′ is
an m×m diagonal matrix such that (V̂µ,µ′)u,u = V̂µ,µ′(u).
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Remark 3.3.7. If V is also Zd-periodic, then

V̂ρ,µ(v)eρ(v) =
1

|Q|
∑

v+a∈WQ

V (v + a)eµ(v)(µρ
−1)a

=
1

|Q|
∑

v+a∈WQ

V (v)eµ(v)(µρ
−1)a

=
V (v)eµ(v)

|Q|
∑

v+a∈WQ

(µρ−1)a.

Thus, V̂ρ,µ(v) = V (v) when ρ = µ and is 0 otherwise. That is, V̂ is a diagonal matrix. ⋄

It follows that the m|Q| ×m|Q| matrix LQ(z) with respect to the basis {eµ(v) | µ ∈ UQ, v ∈
W}, is

L̂Q(z) = V̂ + ∆̂E(z).

Let DQ(z, λ) = det(LQ(z)− λI) and D̂Q(z, λ) = det(L̂Q(z)− λI). We conclude that,

DQ(z
Q, λ) = det(LQ(z

Q)− λI) = det(L̂Q(z)− λI) = D̂Q(z, λ).

Example 3.3.8. Let us continue Example 3.3.6. When we view the hexagonal lattice as Z2-
periodic, as in the case of Figure 3.1, with a Z2-periodic potential V ; we get the Floquet matrix

L(x, y) =

(
V (u)+α+β+γ −α−βx−1−γy−1

−α−βx−γy V (v)+α+β+γ

)
.

Let Q = (2, 1) and let VQ be a QZ-periodic potential, then LQ(x, y) is given by the matrix
VQ(u)+α+β+γ −α−γy−1 0 −βx−1

−α−γy VQ(v)+α+β+γ −β 0
0 −β VQ((1, 0) + u)+α+β+γ −α−γy−1

−βx 0 −α−γy VQ((1, 0) + v)+α+β+γ

 .

If V satisfies V (u) =
VQ(u)+VQ((1,0)+u)

2
and V (v) =

VQ(v)+VQ((1,0)+v)

2
, then L̂Q(x, y) is a 2× 2 block

matrix with each entry a 2× 2 matrix. Explicitly,

L̂Q(x, y) =

(
L(x, y) (V̂Q)1,−1

(V̂Q)−1,1 L(−x, y)

)
, where

(V̂Q)1,−1 = (V̂Q)−1,1 =

(
VQ(u)− VQ(u+ (1, 0)) 0

0 VQ(v)− VQ(v + (1, 0))

)
. ⋄

See [16, Section 4] for a treatment where the Floquet transform is directly used to obtain
L̂Q(x, y); rather than through the finite change of basis on the space of generalized eigenfunctions
that we used here.
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3.4 Prelude to Algebraic Geometry for Discrete Periodic Operators

Suppose that Γ is a Zd-periodic graph with fundamental domain W . Let D(z, λ) denote the
dispersion polynomial of a discrete periodic operator L given by the labeling (V,E) of Γ. That
is, D(z, λ) is the characteristic polynomial of the finite matrix with Laurent polynomial entries;
in particular, it is the characteristic polynomial of the Floquet matrix L(z). As L(z)T = L(z−1),
the dispersion polynomial D(z, λ) is a polynomial in C[z±, λ] with the property that D(z, λ) =
D(z−1, λ). The Bloch variety is the vanishing set of D(z, λ) in (C×)d × C. We define the Fermi
variety at λ ∈ C to be FVλ = {z ∈ (C×)d | D(z, λ) = 0 }. In this larger space, the Bloch
and Fermi varieties are complex algebraic varieties (hypersurfaces); however, in passing to the
algebraic torus, we may no longer distinguish the branches λj(z) of λ on the Bloch variety. At a
smooth point (z0, λ0) whose projection z to (C×)d is regular (in that ∂D

∂λ
(z0, λ0) ̸= 0), there is a

locally defined function f of z with λ0 = f(z0) and D(z, f(z)) = 0 on its domain, but this is not
a global function of z.

As the Bloch and Fermi varieties are affine subvarieties of (C×)d × C and (C×)d respectively,
this perspective will enable us to use methods from algebraic geometry to study the spectrum
in a meaningful manner. In the remaining chapters, we will specifically focus on using algebraic
geometry to study the critical point equations ofD(z, λ) (Chapter 4) and the reducibility ofD(z, λ)
(Chapter 5). As we will discuss in these chapters, these purely algebraic questions have important
consequences for the spectral theorist, particularly regarding the spectral edges, the existence of
embedded eigenvalues, and quantum ergodicity.
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4. Critical points of Discrete Periodic Operators

4.1 The Spectral Edges Conjecture

This chapter is adapted from and based on [14].

4.1.1 What is the spectral edges conjecture?

An old and widely believed conjecture in mathematical physics concerns the structure of the
Bloch variety near the edges of the spectral bands. Namely, that for a sufficiently general discrete
periodic operator L, the extrema of the band functions λj on the Bloch variety are nondegener-
ate in that their Hessians are nondegenerate quadratic forms. This spectral edges nondegener-
acy conjecture is stated in [31, Conjecture 5.25] and in [32, Conjecture 8.5], and it also appears
in [4, 30, 42, 43]. Important notions, such as effective mass in solid state physics, the Liouville
property, Green’s function asymptotics, Anderson localization, homogenization, and many other
assumed properties in physics, depend upon this conjecture.

The spectral edges nondegeneracy conjecture is one component of the spectral edges con-
jecture. The spectral edges conjecture states that for generic parameters, each extreme value is
attained by a single band, the extrema are isolated, and the extrema are nondegenerate. We discuss
progress for discrete operators on periodic graphs. In 2000, Klopp and Ralston [28] proved that for
a generic Schrödinger operator each extreme value is attained by a single band. In 2015, Filonov
and Kachkovskiy [17] gave a class of two-dimensional Schrödinger operators for which the ex-
trema are isolated. They also show [17, Section 6] that the spectral edges conjecture may fail for
a generic Schrödinger operator. In [10], Do, Kuchment, and Sottile prove that the spectral edges
conjecture holds for a generic discrete periodic operator associated to a particular dense periodic
graph. In [39], Liu proved that the extrema are isolated for the Schrödinger operator acting on the
square lattice. Of course, the spectral edges conjecture is not limited to discrete periodic operators;
for more on the history of this conjecture we point the reader to [10, 31, 32].

4.1.2 The Spectral Edges Conjecture for Discrete Periodic Operators

In the case of discrete periodic operators, the spectral edges conjecture [31, Conjecture 5.25]
for a Zd-periodic graph Γ asserts that for a generic labeling (V,E) of Γ, the spectral edges conjec-
ture holds. Here, generic means that there is a nonconstant polynomial p(V,E) on the space of all
labelings, that is the space containing all possible pairs of a Zd-periodic potential and Zd-periodic
edge labeling, such that when p(V,E) ̸= 0, these desired properties hold.

We will see later that nondegeneracy of the spectral edges is implied by the stronger condition
that all critical points of the function λ on the complex Bloch variety are nondegenerate. Our aim
is to bound the number of (isolated) critical points of λ on the Bloch variety of a discrete periodic
operator L, give criteria for when the bound is attained, prove that it is attained for generic discrete
periodic operators on a class of graphs, and finally to use these results to prove the spectral edges
conjecture for 219 + 2 graphs. We treat these in the remainder of this chapter.

A family of operators has the critical points property if for almost all operators in the family, all
critical points of the function λ (not just the extrema) are nondegenerate. Algebraic geometry was
used in [10] to prove the following dichotomy: For a given algebraic family of discrete periodic
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operators, either the critical points property holds for that family, or almost all operators in the
family have Bloch varieties with degenerate critical points.

In [10], this dichotomy was used to establish the critical points property for the family of
Laplace-Beltrami difference operators on the Z2-periodic diatomic graph of Figure 5.3. Bloch
varieties for these operators were shown to have at most 32 critical points. A single example was
computed to have 32 nondegenerate critical points. Standard arguments from algebraic geometry
(see Section 2.2) implied that for this family the critical points property, and therefore also the
spectral edges nondegeneracy conjecture, holds (see [10, Section 5.4]).

We begin by recasting the extrema of spectral band functions in terms of constrained opti-
mization. Suppose that Γ is a Zd-periodic graph, and let L be a discrete periodic operator with a
real-valued labeling. The complex Bloch variety is the hypersurface V(D(z, λ)) defined by the
vanishing of the dispersion polynomial D(z, λ). Critical points of the function λ on the Bloch va-
riety are points of the Bloch variety where the gradients in (C×)d×C of λ and D(z, λ) are linearly
dependent. That is, a critical point is a point (z, λ) ∈ (C×)d×C with D(z, λ) = 0 such that either
the gradient ∇D(z, λ) vanishes or we have ∂D

∂zi
(z, λ) = 0 for i = 1, . . . , d and ∂D

∂λ
(z, λ) ̸= 0 (as

∇λ = (0, . . . , 0, 1)). In either case, we have

D(z, λ) = 0 and
∂D

∂zi
= 0 for i = 1, . . . , d .

Since zi ̸= 0, we obtain the equivalent system

D(z, λ) = z1
∂D

∂z1
= · · · = zd

∂D

∂zd
= 0 , (4.1)

which we call the critical point equations.

Proposition 4.1.1. A point (z, λ) ∈ (C×)d × C is a critical point of the function λ on the Bloch
variety V(D(z, λ)) if and only if (4.1) holds.

Proof. We already showed that at a critical point of λ, the equations (4.1) hold. Suppose now that
(z, λ) ∈ (C×)d × C is a solution to (4.1). As D(z, λ) = 0, the point lies on the Bloch variety. As
z ∈ (C×)d, no coordinate zi vanishes, which implies that ∂D

∂zi
(z, λ) = 0 for i = 1, . . . , d. Thus the

gradients ∇λ and ∇D are linearly dependent at (z, λ), showing that it is a critical point.

Remark 4.1.2. Recall the notion of a spectral band function from Section 3.3.2. A point (z0, λ0) ∈
Td ×R such that λ0 = λj(z0) is an extreme value of the spectral band function λj is also a critical
point of the Bloch variety. Indeed, either the gradient ∇D vanishes at (z0, λ0) or it does not vanish.
If ∇D(z0, λ0) = 0, then (z0, λ0) is a critical point. If ∇D(z0, λ0) ̸= 0, then the Bloch variety is
smooth at (z0, λ0) and thus is a smooth point of the graph of λj . As the point is smooth, the tangent
plane must be a hyperplane; moreover, as λ0 = λj(z0) is an extreme value of λj , the tangent plane
is horizontal at (z0, λ0). If the tangent plane was not horizontal, then, by standard arguments, there
would exist a curve c(t) : Td × R such that c(0) = (z0, λ0), c(t) ⊂ λj for |t| < ϵ for some ϵ > 0,
and c(t) = (zt, λt) is such that λt > λ0 for all t > ϵ and λt < λ0 for all t < ϵ; and so λ0 could not
be an extrema of λj . As the tangent plane is horizontal, this implies that λj is differentiable (by the
implicit function theorem) and that ∂λj

∂zi
(z0, λ0) = 0 for i = 1, . . . , d. Thus, the gradients of λ and

D at (z0, λ0) are linearly dependent, showing that it is a critical point. ⋄
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One can also prove that the extrema of the spectral edges are contained in the collection of
critical points of the Bloch variety through Kato-Rellich perturbation theory (see [39, Proof of
Theorem 2.5]).

4.2 Bounding the Number of Critical Points

Let C[z±, λ] be the ring of Laurent polynomials in z1, . . . , zd, λ where λ occurs with only non-
negative exponents. Note that D(z, λ) ∈ C[z±, λ]. Our goal is a mild extension of Kushnirenko’s
theorem to the system of critical point equations. In particular, in this section we will prove the
following result.

Theorem 4.2.1. For a polynomial ψ ∈ C[z±, λ], the critical point equations for ψ

ψ(z, λ) = z1
∂ψ

∂z1
= · · · = zd

∂ψ

∂zd
= 0 (4.2)

have at most (d+1)!vol(N (ψ)) isolated solutions in (C×)d × C, counted with multiplicity. When
the bound is attained, all solutions are isolated.

As the Bloch variety is defined by the dispersion polynomial D(z, λ) = det(L(z) − λI), we
deduce the following from Theorem 4.2.1.

Corollary 4.2.2. The number of isolated critical points of the function λ on the Bloch variety for
an operator L on a discrete periodic graph is at most (d+1)!vol(N (D)).

Example 4.2.3. We continue the example of the hexagonal lattice from Example 3.3.6. Writing ℓ
for α+β+γ−λ, the dispersion polynomial D(x, y, λ), that is the characteristic polynomial of the
matrix (3.3), is

(V (u) + ℓ)(V (v) + ℓ) − (−α− βx−1 − γy−1)(−α− βx− γy) . (4.3)

In Figure 4.1 the monomials in D(x, y, λ) label the columns of a 3 × 9 array which are their
exponent vectors. Figure 4.1 also shows its Newton polytope, which has volume 2. By direct
computation, one finds that for generic choices of V (u), V (v), α, β, and γ there are exactly 12
isolated critical points, each with multiplicity 1. Moreover, as predicted by Theorem 4.2.1, all
critical points are isolated. ⋄

x xy−1 y−1 x−1 x−1y y 1 λ λ2

1 1 0 −1 −1 0 0 0 0
0 −1 −1 0 1 1 0 0 0
0 0 0 0 0 0 0 1 2

λ2

x

xy−1y−1

x−1 y

Figure 4.1: Support of the dispersion polynomial (4.3) and its Newton polytope.
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We prove Theorem 4.2.1 and Corollary 4.2.2 after developing some preliminary results.
To extend Kushnirenko’s theorem, we replace the nonlinear equations (4.2) on (C×)d × C by

linear equations on a projective variety. We follow the discussion of [49, Ch. 3]. Let f ∈ C[z±, λ]
be a polynomial with support A = A(f). To simplify the presentation, we will at times assume
that the origin 0 lies in A. The results hold without this assumption, as explained in [49, Ch. 3].

Writing CA for the vector space with basis indexed by elements of A, consider the map

φA : (C×)d × C −→ CA

(z, λ) 7−→ (zaλj | (a, j) ∈ A) .

This map linearizes nonlinear polynomials (c.f. the toric variety construction from Section 2.2).
Indeed, write f as a sum of monomials,

f =
∑

(a,j)∈A

c(a,j)z
aλj .

If {x(a,j) | (a, j) ∈ A} are variables (coordinate functions) on CA, then

Λf :=
∑

(a,j)∈A

c(a,j)x(a,j) (4.4)

is a linear form on CA, and we have f(z, λ) = Λf (φA(z, λ)) =: φ∗
A(Λf ), the pullback of Λf along

φA.
Since 0 ∈ A, the corresponding coordinate x0 of φA is 1 and so the image of φA lies in the

principal affine open subset U0 of the projective space PA := P(CA) = P|A|−1. This is the subset
of PA where x0 ̸= 0, and it is isomorphic to the affine space C|A|−1. We defineXA to be the closure
of the image φA((C×)d+1) in the projective space PA, which is a projective toric variety. Because
the map φA is continuous on (C×)d × C, XA is also the closure of the image φA((C×)d × C).

The map φA is not necessarily injective; we describe its fibers. Let ZA ⊂ Zd+1 be sublattice
generated by all differences α−β for α, β ∈ A. As 0 ∈ A, this is the sublattice generated
by A, and it has full rank d + 1 if and only if conv(A) has full dimension d + 1. Let GA be
Hom(Zd+1/ZA,C×) ⊂ (C×)d+1, which acts on (C×)d×C. The fibers of φA are exactly the orbits
of GA on (C×)d×C. If conv(A) does not have full dimension, then GA has positive dimension as
do all fibers of φA, otherwise GA is a finite group and φA has finite fibers. On the torus (C×)d+1,
GA acts freely and φA((C×)d+1) is identified with (C×)d+1/GA. To describe the fibers of φA on
(C×)d×{0} = ((C×)d×C)∖(C×)d+1, note that (C×)d+1 acts on this through the homomorphism
π that sends its last (λ) coordinate to {1}. Thus the fibers of φA on (C×)d × {0} are exactly the
orbits of π(GA) ⊂ (C×)d.

Proposition 4.2.4. The dimension of XA is the dimension of conv(A). The fibers of φA on
(C×)d+1 are the orbits of GA and its fibers on (C×)d × {0} are the orbits of π(GA).

We return to the situation of Theorem 4.2.1. Let ψ ∈ C[z±, λ] be a polynomial with support A.
As each polynomial in (4.2) has support a subset of A, each corresponds to a linear form on PA as
in (4.4). The corresponding system of linear forms defines a linear subspace Mψ of PA. We have
the following proposition (a version of [49, Lemma 3.5]).
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Proposition 4.2.5. The solutions to (4.2) are the inverse images under φA of points in the linear
section φA((C×)d×C)∩Mψ. When φA is an injection, it is a bijection between solutions to (4.2)
on (C×)d × C and points in φA((C×)d × C) ∩Mψ.

Proof of Theorem 4.2.1. When vol(N (ψ)) = 0, so that N (ψ) does not have full dimension d+ 1,
then each fiber of φA is positive-dimensional and so by Proposition 4.2.5 there are no isolated
solutions to (4.2).

Suppose that vol(N (ψ)) > 0. Then every fiber of φA is an orbit of the finite group GA. Over
points of φA((C×)d+1), each fiber consists of |GA| points and over φA((C×)d × {0} each fiber
consists of |π(GA)| ≤ |GA| points. As XA is the closure of φA((C×)d × C), the number of
isolated points in XA ∩ Mψ is at least the number of isolated points in φA((C×)d × C) ∩ Mψ,
both counted with multiplicity. The degree of the projective variety XA is an upper bound for the
number of isolated points in XA ∩Mψ, which is explained in [49, Ch. 3.3]. There, the product
of |GA| and the degree of XA is shown to be (d+1)!vol(N (ψ)), the normalized volume of the
Newton polytope of ψ. This gives the bound of Theorem 4.2.1. That all points are isolated when
the bound of the degree is attained is Proposition 4.3.2 in the next section.

4.3 General Bound

We now give conditions for when the upper bound of Corollary 4.2.2 is attained. By Propo-
sition 4.1.1, the critical points of the function λ on the Bloch variety V(D) are the solutions in
(C×)d × C to the critical point equations (4.1). Let A = A(D) be the support of the disper-
sion polynomial D. The critical points are φ−1

A (XA ∩ MD), where XA ⊂ PA is the closure of
φA((C×)d ×C) and MD is the subspace of PA defined by linear forms corresponding (as in (4.4))
to the polynomials in (4.1). For the bound of Theorem 4.2.1 and Corollary 4.2.2, note that the
number of isolated points of XA ∩MD is at most the product of the degree of XA with the car-
dinality of a fiber of φA, which is (d+1)!vol(N (D)). This is because the degree of XA gives an
upper bound on the number of solutions to the linear form ΛD, each of which may pullback up to
the cardinality of a fiber of φA many solutions in (C×)d × C. We establish that the inequality of
Theorem 4.2.1 holds and then interpret that for the critical point equations.

Remark 4.3.1. Let Z ⊂ Pn be a variety of dimension d and M ⊂ Pn a linear subspace of
codimension d. WhenM is generic, the number of points inX∩M is the degree ofX [45, p. 234].
When M is not generic, intersection theory gives a refinement [20, Ch. 6]. For each irreducible
component Z of the intersection X ∩M , there is a positive integer—the intersection multiplicity
along Z–such that the sum of these multiplicities is the degree of X . When Z is zero-dimensional
(a point), it is the multiplicity [45, Ch. 4] as defined in Section 2.2, and when Z is positive-
dimensional then the multiplicity of X along Z is given by the multiplicity of the generic point of
Z [22, Definition 3.15]. ⋄

A consequence of Remark 4.3.1 is the following.

Proposition 4.3.2. Let X,M be as in Remark 4.3.1. The number (counted with multiplicity) of
isolated points of X ∩M is strictly less than the degree of X if and only if the intersection has a
positive-dimensional component.

Write X◦
A := φA((C×)d × C) for the image of φA and ∂XA := XA ∖ X◦

A, the points of XA
added to X◦

A when taking the closure. This is the boundary of XA.

30



Corollary 4.3.3. For a polynomial ψ ∈ C[z±, λ], the inequality of Theorem 4.2.1 is strict if and
only if ∂XA ∩Mψ ̸= ∅.

Proof. The inequality of Theorem 4.2.1 is strict if either of the following hold.

1. XA ∩Mψ has an isolated point not lying in X◦
A.

2. XA ∩Mψ contains a positive-dimensional component Z.

In (1), XA ∩Mψ has isolated points in ∂XA ∩Mψ, so the intersection is nonempty. In (2), Z is a
projective variety of dimension at least one. The set X◦

A is an affine variety, and we cannot have
Z ⊂ X◦

A as the only projective varieties that are also subvarieties of an affine variety are points.
Thus Z ∩ ∂XA ̸= ∅, which completes the proof.

With Corollary 4.3.3 established, we can now discuss conditions on the system of critical point
equations that allow us to conclude when the bound of Corollary 4.2.2 is achieved.

4.3.1 Facial systems

We return to the general case of a toric variety. Let A ⊂ Zn be a finite set of points with
corresponding projective toric variety XA ⊂ PA. We have the following description of the points
of its boundary, XA ∖ φA((C×)n).

Let P := conv(A), the convex hull of A. Let w be a non-zero vector Rn, and let F be the face
of P exposed by w, and write F for F ∩ A.

For each face F of P , there is a corresponding coordinate subspace PF of PA—this is the set
of points z = [za | a ∈ A] ∈ PA such that a ̸∈ F implies that za = 0. The closure of the image of
the map φF : (C×)n → PF ⊂ PA is the toric variety XF . Its dimension is equal to the dimension
of the face F . Write X◦

F for the image of φF . This description and the following proposition is
essentially [22, Prop. 5.1.9].

Proposition 4.3.4. The boundary of the toric variety XA is the disjoint union of the sets X◦
F for

all the proper faces F of conv(A).

Let f =
∑

a∈A cax
a be a polynomial with support A. We observed that if Λf is the corre-

sponding linear form (4.4) on PA, then the variety V(f) ⊂ (C×)n of f is the pullback along φA of
X◦

A ∩M , where M := V(Λf ) is the hyperplane defined by Λf . Let F be a proper face of P . Then
X◦

F ∩M pulls back along φF to the variety of

φ−1
F (Λf ) =

∑
a∈F

cax
a

in (C×)n. Recall from Section 2.1 that the sum of the terms of f whose exponents lie in F is a
facial form of f and is written f |F . Given a system Φ: f1 = · · · = fn = 0 involving Laurent
polynomials with support A, the system f1|F = · · · = fn|F = 0 of their facial forms is the facial
system Φ|F of Φ.

Corollary 4.3.5. LetM be the intersection of the hyperplanes given by the polynomials in a system
Φ of Laurent polynomials with support A. For each face F of conv(A), the points of X◦

F ∩M pull
back under φF to the solutions of the facial system Φ|F .

If no facial system Φ|F has a solution, then the number of solutions to Φ = 0 on (C×)n is
n!vol(conv(A)).
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Proof. The first statement follows from the observation about a single polynomial f and its facial
form f |F , and the second is a consequence of a version of Corollary 4.3.3 forXA∖φA((C×)n).

The second statement is essentially [2, Thm. B] and is also explained in [49, Sect. 3.4].

4.3.2 Facial systems of the critical point equations

We now interpret the facial systems of the critical point equations.
Let ψ ∈ C[z±, λ] have support A ⊂ Zd × N and Newton polytope P := conv(A). We

will assume that P has dimension d+1, and also that A∩ Zd × {0} is a facet of A, called its base.
Let (4.2) be the critical point equations for λ on ψ andMψ ⊂ PA the corresponding linear subspace
of codimension d+1.

Let 0 := 0d in Zd and e := (0, 1). The base of A is exposed by e and it is the support of
ψ(z, 0). A main difference between the sparse equations of Section 4.3.1 and the critical point
equations (4.1) is that the critical point equations allow solutions with λ = 0, which is the compo-
nent of the boundary of the toric variety corresponding to the base of A. A face F of P is vertical
if it contains a vertical line segment, that is a segment parallel to e.

Lemma 4.3.6. Suppose that F is a proper face of P that is not the base of P and is not vertical.
Then the corresponding facial system of the critical point equations has a solution if and only if
the hypersurface V(ψ|F ) defined by ψ|F in (C×)d+1 is singular.

Proof. Let 0 ̸= w ∈ Zd+1 be an integer vector that exposes the face F . As F is not vertical, we
may assume that wd+1 is nonzero. Indeed, if wd+1 was 0, then, as F is not vertical, all points in
F must have the same constant for their last coordinate; but then F has a quasi-homogeneity w′

that is non-zero in w′
d+1. As F is not the base, it lies on an affine hyperplane that does not contain

the origin, so that ψ|F is quasi-homogeneous with some quasi-homogeneity w. Write wF for the
constant w · a for a ∈ F . By Lemma 2.1.2 (2), we have

wF ψ|F =
d∑
i=1

wi zi
∂ψ|F
∂zi

+ wd+1 λ
∂ψ|F
∂λ

. (4.5)

Suppose now that (z, λ) is a solution of the restriction of the critical point equations to the face F .
That is, at (z, λ),

ψ|F =

(
z1
∂ψ

∂z1

)∣∣∣∣
F

= · · · =

(
zd
∂ψ

∂zd

)∣∣∣∣
F

= 0 .

Observe that (zi ∂ψ∂zi )|F = zi
∂ψ|F
∂zi

(and the same for λ). Since wd+1 ̸= 0, these equations and (4.5)
together imply that (λ∂ψ

∂λ
)|F = 0, which implies that (z, λ) is a singular point of the hypersurface

V(ψ|F ) ⊂ (C×)d+1 defined by ψ|F .

We deduce the following theorem.

Theorem 4.3.7. If the Newton polytope N (ψ) of ψ has no vertical faces and the restriction of ψ
to each face that is not the base of N (ψ) defines a smooth variety, then the critical point equations
have exactly (d+1)!vol(N (A)) solutions in (C×)d × C.

We apply this when ψ is the dispersion polynomial D(z, λ). Recall that the boundary of the
variety XA (XD) corresponds to all proper faces of its Newton polytope N (D), except for its base.

32



Corollary 4.3.8. Let L be an operator on a periodic graph and set D = det(L(z)− λI). If N (D)
has no vertical faces and if for each face F that is not its base, V(D|F ) is smooth, then the Bloch
variety has exactly (d+1)!vol(conv(A(D))) critical points.

Example 4.3.9. The restriction on vertical faces is necessary. General operators on the second
graph in Figure 3.1 (an abelian cover of K4) have the following Newton polytope:

It has base [−1, 1]2, apex (0, 0, 4), and the remaining vertices are at (±1, 0, 1) and (0,±1, 1). It has
volume 20/3, so we expect 40 = 3! · 20/3 critical points. However, there are at most 32 critical
points, as direct computation shows that the critical point equations have two solutions on each of
its four vertical faces. ⋄

4.4 Dense Periodic Graphs

The Newton polytope N (D) of the dispersion polynomial of an operator on a periodic graph
is central to our results. In Section 4.4.1 we associate a polytope N (Γ) to any periodic graph Γ
such that N (D) ⊆ N (Γ) for any operator on Γ, and that we have equality for almost all parameter
values. We call N (Γ) the Newton polytope of Γ.

Let Γ be a connected Zd-periodic graph. The graph Γ is dense if there exists a fundamental
domain W such that for every a ∈ A(W ), there is an edge in Γ between every pair of distinct
vertices in the union of W and a+W . In particular, the restriction of Γ to W is the complete graph
on W . When it is clear that we have designated a fixed fundamental domain W for Γ, we will
sometimes refer to A(W ) as the support of Γ; however, this distinction is necessary as, depending
on our choice of W , A(W ) can vary. Every periodic graph is a subgraph of a minimal dense
periodic graph with the same fundamental domain W . If we assume that Γ is connected, then the
integer span of A(W ) is Zd. The graph of Figure 4.2 is dense, while no graph of Figure 3.1 is
dense. We identify the Newton polytope of a dense periodic graph and show that when d = 2 or 3,
a general operator on Γ satisfies Corollary 4.3.8.

The set of parameters (V,E) for operators on a periodic graph Γ with fundamental domain
W is Y = CW × CE, where E is the set of orbits of edges. Given a labeling c ∈ Y , we write
Lc(z) for the Floquet matrix of the discrete periodic operator L on Γ with labeling c, and let
Dc := det(Lc(z) − λI). We observed that for any labeling c ∈ Y , each entry of Lc(z) has
support a subset of A(W ). Consequently, each diagonal entry of Lc(z)− λI has support a subset
of A(W ) ∪ {e} and its Newton polytope is a subpolytope of N := conv(A(W ) ∪ {e}). Let
m := |W |, the number of orbits of vertices.
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Figure 4.2: A dense graph Γ and its support A(W ) with convex hull.

Lemma 4.4.1. The Newton polytope N (Dc) is a subpolytope of the dilation mN of N.

Proof. The dispersion polynomial Dc is a sum of products of m entries of the m × m matrix
Lc(z)−λI . Each such product has Newton polytope a subpolytope of mN as the Newton polytope
of a product is the sum of Newton polytopes of the factors.

Figure 4.3 shows mN = 2N for the dense graph of Figure 4.2. Observe that mN is a pyramid

Figure 4.3: Newton polytope of a dense graph.

with base mconv(A(W )) and apex me, and it has no vertical faces.

Theorem 4.4.2. Let Γ be a dense Zd-periodic graph with fundamental domain W . There is a
nonempty Zariski open subset U of the parameter space Y such that for c ∈ U , the Newton
polytope of Dc(z, λ) is the pyramid mN. When d = 2 or 3, then we may choose U so that for
every c ∈ U and face F of mN that is not its base, V(Dc|F ) is smooth.

We prove Theorem 4.4.2 in the following two sections.
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4.4.1 The Newton polytope of Γ

Treating parameters as indeterminates gives the generic dispersion polynomial D(V,E, z, λ),
which is a polynomial in z, λwhose coefficients are polynomials in the parameters V,E. The New-
ton polytope N (Γ) of Γ is the convex hull of the monomials in z, λ that appear in D(V,E, z, λ).
Notice that each of these monomials (in z, λ) that appear in D(V,E, z, λ) has a coefficient that is
a polynomial in V,E, and thus this will be the Newton polytope of D(z, λ) for a generic choice of
labeling. We now demonstrate this, along with several other facts about N (Γ).

Lemma 4.4.3. For c ∈ Y , N (Dc(z, λ)) is a subpolytope of N (Γ). The set of c ∈ Y such that
N (Dc(z, λ)) = N (Γ) is a dense open subset U . When Γ is a dense periodic graph, N (Γ) = mN.

Proof. For any c = (V,E) ∈ Y , Dc(z, λ) is the evaluation of the generic dispersion polynomial
D(V,E, z, λ) at the point (V,E). Thus N (Dc) ⊂ N (Γ).

The coefficient C(a,j) of a monomial zaλj in D(V,E, z, λ) is a polynomial in (V,E). For any
c = (V,E) ∈ Y , zaλj appears in Dc if and only if C(a,j)(V,E) ̸= 0. Thus, we have the equality
N (Dc) = N (Γ) of Newton polytopes if and only if C(a,j)(V,E) ̸= 0 for every vertex (a, j) of
N (Γ), which defines a dense open subset U ⊂ Y .

When Γ is dense and c is vector of indeterminates, then every diagonal entry of Lc(z)−λI has
support A(W )∪{e}. It follows that for each vertex (a, j) of mN we have that C(a,j) has terms that
come from the product

∏m
i=1(Lc(z)− λI)i,i, and so C(a,j) is nonzero as a polynomial in (V,E). It

follows by Lemma 4.4.1 that N (Γ) = mN.

4.4.2 Smoothness of the Bloch variety at infinity

Let Γ be a connected dense periodic graph with d = 2 or 3. Let U ⊂ Y be the subset of
Lemma 4.4.3. We show that for each face F of N (Γ) that is not its base, there is a nonempty
open subset UF of U such that for c ∈ UF , the restriction Dc|F to the monomials in F defines a
smooth hypersurface. Then for parameters c in the intersection of the UF , the operator satisfies the
hypotheses of Corollary 4.3.8, which proves Theorem 4.4.2.

Let F be a face of N (Γ) that is not its base and let c ∈ U . We may assume that F is not a
vertex, for then Dc|F is a single term and V(Dc|F ) = ∅. Since N (Γ) = mN, there is a unique face
M of N such that F = mM. We have that

Dc(z, λ)|F = det
(
(Lc(z)− λI)|M

)
,

where each entry of the matrix (Lc(z)− λI)|M is the facial form f |M of the corresponding entry f
of Lc(z)− λI .

Since M is not the base of N (and thus does not contain the origin), we make the following
observation, which follows from the form of the operator Lc. If the apex e = (0, 1) of N lies in M
and f is a diagonal entry of (Lc(z)− λI)|M, then f contains the term −λ. Any other integer point
a ∈ M is not the origin and lies in the support A(W ) of W = {ω1, . . . , ωm}, and the coefficient
of za in f is −E(ωi, a+ ωj), where f is the entry in row i and column j. Consequently, except
possibly for terms −λ, all coefficients of entries in (Lc(z)− λI)|M are distinct parameters.

Let Y ′ ⊂ Y be the set of parameters c where

E(ωi,a+ωj) = 0 if a ∈ M and j ̸= i, i+1.
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(Here, m+1 is interpreted to be 1.) For c ∈ Y ′, all entries of Lc(z)|M are zero, except on the
diagonal, the first super diagonal, and the lower left entry. The same arguments as in the proof
of Lemma 4.4.3 show that there exist parameters c ∈ Y ′ such that Dc(z, λ) has Newton polytope
N (Γ). Thus Y ′ ∩ U ̸= ∅, where U ⊂ Y is the set of Lemma 4.4.3.

Theorem 4.4.4. There exists an open subset U ′ of Y ′ with U ′ ⊂ U such that if c ∈ U ′, then
V(Dc(z, λ)|F ) is a smooth hypersurface in (C×)d+1.

Since smoothness of V(Dc(z, λ)|F ) is an open condition on the space Y of parameters, this
will complete the proof of Theorem 4.4.2.

Proof. Let us write ψc(z, λ) for the facial polynomial Dc(z, λ)|F . We will show that the set of c ∈
Y ′ such that V(ψc(z, λ)) is singular is a finite union of proper algebraic subvarieties. As c ∈ Y ′, the
only nonzero entries in the matrix (Lc(z)−λI)|M are its diagonal entries f1(z, λ), . . . , fm(z, λ) and
the entries g1(z), . . . , gm(z) which are in positions (1, 2), . . . , (m−1,m) and (m, 1), respectively.
Thus

ψc(z, λ) = Dc(z, λ)|F = det((Lc(z)− λI)|M) =
m∏
i=1

fi(z, λ) − (−1)m
m∏
i=1

gi(z) .

For a polynomial f in the variables (z, λ), write ∇T for the toric gradient operator,

∇Tf :=
(
z1
∂f

∂z1
, . . . , zd

∂f

∂zd
, λ
∂f

∂λ

)
.

Note that

∇Tψc =
m∑
i=1

(∇Tfi)f1 · · · f̂i · · · fm − (−1)m
m∑
i=1

(∇Tgi)g1 · · · ĝi · · · gm . (4.6)

Here f̂i indicates that fi does not appear in the product, and the same for ĝi.
Let (z, λ) ∈ V(ψc) be a singular point. Then ψc(z, λ) = 0 and ∇Tψc(z, λ) = 0. There are five

cases that depend upon the number of polynomials fi, gj vanishing at (z, λ).

(i) At least two polynomials fp and fq and two polynomials gr and gs vanish at (z, λ). Thus
ψ(z, λ) = 0 and by (4.6) this implies that ∇Tψc(z, λ) = 0.

(ii) At least two polynomials fp and fq and exactly one polynomial gs vanish at (z, λ). Thus
ψ(z, λ) = 0 and by (4.6) if ∇Tψc(z, λ) = 0, then ∇Tgs(z, λ) = 0.

(iii) Exactly one polynomial fp and at least two polynomials gr and gs vanish at (z, λ). Thus
ψ(z, λ) = 0 and by (4.6) if ∇Tψc(z, λ) = 0, then ∇Tfp(z, λ) = 0.

(iv) Exactly one polynomial fp and one polynomial gr vanish at (z, λ). Thus ψ(z, λ) = 0 and
by (4.6) if ∇Tψc(z, λ) = 0, then, after reindexing so that p = r = 1, we have

∇Tf1(z, λ) ·
m∏
i=2

fi(z, λ) − (−1)m∇Tg1(z, λ) ·
m∏
i=2

gi(z, λ) = 0 . (4.7)
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(v) No polynomials fi or gi vanish at (z, λ).

In each case, we will show that the set of parameters c ∈ Y ′ such that there exist (z, λ) satisfying
these conditions lies in a proper subvariety of Y ′. Cases (i)—(iv) use arguments based on the
dimension of fibers and figures of a map and are proven in the rest of this section. Case (v) is
proven in Section 4.4.3 and it uses Bertini’s Theorem.

Let us writeX for the space (C×)d+1 and x for a point (z, λ) ∈ X . We first derive consequences
of some vanishing statements. For a finite set F ⊂ Zd+1, let CF be the space of coefficients of
polynomials in x ∈ X with support F . This is the parameter space for polynomials with support
F . Recall that we write 0 for the vector with coordinates all 0 and m for |W |.

Lemma 4.4.5. We have the following.

1. For any x ∈ X , f(x) = 0 is a nonzero homogeneous linear equation on CF .

2. For any x ∈ X , {∇Tf(x) | f ∈ CF} is the linear span CF of F .

Suppose that the affine span of F does not contain the origin. Then

3. For any f ∈ CF and x ∈ X , ∇Tf = 0 implies that f(x) = 0.

4. For any x ∈ X , the equation ∇Tf(x) = 0 defines a linear subspace of CF of codimension
dimCF .

Proof. Writing f =
∑

a∈F cax
a, the first statement is obvious. We have ∇Tf =

∑
acax

a. As
the coefficients ca are independent complex numbers and xa ̸= 0, Statement (2) is immediate.
The hypothesis that the affine span of F does not contain the origin implies that any f ∈ CF

is quasi-homogeneous. Statement (3) follows from Equation (4.5). The last statement follows
from the observation that the set of f such that ∇Tf = 0 is the kernel of a surjective linear map
CF ↠ CF .

Let F := M ∩ (A(W ) ∪ {e}), where e = (0, 1), be the (common) support of the diagonal
polynomials fi and let G := M∩A(W ) be the (common) support of the polynomials gj . We either
have that F = G or F = G ∪ {e}. Also, |F| > 1 as M is not a vertex, and as M is a proper face
of Q = conv(A(W ) ∪ {e}), but not its base, the polynomials fi, gj are quasi-homogeneous with a
common quasi-homogeneity.

The parameter space for the entries of (Lc(z)− λI)|M is

Z :=
(
CF)⊕m ⊕

(
CG)⊕m .

We write c = (f•, g•) = (f1, . . . , fm, g1, . . . , gm) for points of Z. This is a coordinate subspace of
the parameter space Y ′. As Z contains exactly those parameters that can appear in the facial poly-
nomial ψc(x), it suffices to show that the set of parameters c = (f•, g•) ∈ Z such that V(ψc(x))
is singular lies in a proper subvariety of Z. The same case distinctions (i)—(v) in the proof of
Theorem 4.4.4 apply.

After reindexing, Case (i) in the proof of Theorem 4.4.4 follows from the next lemma.
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Lemma 4.4.6. The set

Θ := {c ∈ Z | ∃x ∈ X with f1(x) = f2(x) = g1(x) = g2(x) = 0}

lies in a proper subvariety of Z.

Proof. Consider the incidence correspondence,

Υ := {(x, f•, g•) ∈ X × Z | f1(x) = f2(x) = g1(x) = g2(x) = 0} .

This has projections to X and to Z and its image in Z is the set Θ.
Consider the projection πX : Υ → X . By Lemma 4.4.5(1), for x ∈ X , each condition fi(x) =

0, gi(x) = 0 for i = 1, 2 is a linear equation on CF or CG . These are independent on Z as they
involve different variables. Thus the fiber π−1

X (x) is a vector subspace of Z of codimension 4, and
dim(Υ) = dim(Z)− 4 + dim(X) = dim(Z) + d− 3.

Consider the projection πZ to Z and let (f•, g•) ∈ πZ(Υ). Then there is an x ∈ X such
that f1(x) = f2(x) = g1(x) = g2(x) = 0. Let w ∈ Zd+1 be a common quasi-homogeneity
of the polynomials fi, gj . By Lemma 2.1.2 (1), for any t ∈ C×, each of f1, f2, g1, g2 vanishes
at tw · x. Thus the fiber π−1

Z (f•, g•) has dimension at least one. By the Theorem [45, Theorem
1.25] on the dimension of the image and fibers of a map, the image πZ(Υ) has dimension at most
dim(Z) + d− 4 < dim(Z). It follows that πZ(Υ) = Θ must be a proper subvariety of Z, and thus
the lemma is established.

After reindexing and possibly interchanging f with g, Cases (ii) and (iii) in the proof of Theo-
rem 4.4.4 follow from the next lemma.

Lemma 4.4.7. The set

Θ := {c ∈ Z | ∃x ∈ X with f1(x) = f2(x) = g1(x) = 0 and ∇Tg1(x) = 0}

lies in a proper subvariety of Z.

Proof. Consider the incidence correspondence,

Υ := {(x, f•, g•) ∈ X × Z | f1(x) = f2(x) = g1(x) = 0 and ∇Tg1(x) = 0} .

Let x ∈ X and consider the fiber π−1
X (x). As in the proof of Lemma 4.4.6, the conditions f1(x) =

f2(x) = 0 are two independent linear equations on Z. By Lemma 4.4.5 (3), ∇Tg1(x) = 0 implies
that g1(x) = 0, and by Lemma 4.4.5 (4), the condition ∇Tg1(x) = 0 is dimCG further independent
linear equations on Z.

If |G| = 1, so that g1 = cax
a is a single term, then g(x) = 0 implies that ca = 0. Consequently,

the image Θ of Υ in Z lies in a proper subvariety (particularly one that has codimension at least
1). Otherwise, |G| > 1 which implies that dimCG ≥ 2, and thus the fiber π−1

X (x) has codimension
at least 4 (as the codimension is 2 + dimCG). As in the proof of Lemma 4.4.6, this implies that Θ
lies in a proper subvariety of Z.

Case (iv) in the proof of Theorem 4.4.4 is more involved.
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Lemma 4.4.8. The set

Θ := {c ∈ Z | ∃x ∈ X with f1(x) = g1(x) = 0 and ∇Tψc(x) = 0}

lies in a proper subvariety of Z.

Proof. The set Θ includes the sets of Lemmas 4.4.6 and 4.4.7. Let Θ◦ ⊂ Θ be the set of c = (f•, g•)
that have a witness x ∈ X (that is a point x such that f1(x) = g1(x) = 0 and ∇Tψc(x) = 0) such
that none of ∇Tf1(x), ∇Tg1(x), or fi(x)gi(x) for i > 1 vanish. As Θ is exactly the union of Θ◦

and the sets from Lemmas 4.4.6 and 4.4.7 (which we know are proper subvarieties of Z), it will
suffice to show that Θ◦ lies in a proper subvariety of Z.

For this, we use the incidence correspondence,

Υ := {(y, x, f•, g•) ∈ C× ×X × Z | f1(x) = g1(x) = 0 ,

y
m∏
i=2

fi(x) − (−1)m
m∏
i=2

gi(x) = 0 , and ∇Tf1(x) − (−1)my∇Tg1(x) = 0} .

We show that Θ◦ ⊂ πZ(Υ). Let c = (f•, g•) ∈ Θ◦ with witness x ∈ X in that f1(x) = g1(x) = 0
and ∇Tψc(x) = 0, but none of ∇Tf1(x), ∇Tg1(x), or fi(x)gi(x) for i > 1 vanish. There is a
unique y ∈ C× satisfying

y
m∏
i=2

fi(x) − (−1)m
m∏
i=2

gi(x) = 0 .

Dividing (4.7) by
∏m

i=2 fi(x) (which is nonzero by our assumptions) gives

∇Tf1(x)− (−1)my∇Tg1(x) = 0,

and thus (y, x, f•, g•) ∈ Υ.
We now determine the dimension of Υ. Let (y, x) ∈ C××X and consider the fiber π−1(y, x) ⊂

Z above it in Υ. The two linear and one nonlinear equations

f1(x) = g1(x) = y
m∏
i=2

fi(x)− (−1)m
m∏
i=2

gi(x) = 0 (4.8)

are independent on Z as they involve disjoint sets of variables, and thus define a subvariety T ⊂ Z
of codimension 3. Consider the remaining equation, ∇Tf1(x)− (−1)my∇Tg1(x) = 0.

Note that if e = (0, 1) lies in the support F of f1, so that F = G ∪ {e}, then ∇Tf1(x) contains
the term −e and thus cannot lie in the span CG of G, which contains ∇Tg1(x) by Lemma 4.4.5(2).
In this case the fiber is empty and Θ◦ = ∅.

Suppose that F = G and (f•, g•) ∈ Θ◦. Let w ∈ Zd+1 be any homogeneity for f1 (or g1). Then
there exists wF ̸= 0 such that w · a = wF for all a ∈ F . Equation (4.5) implies that

w · ∇Tf1(x) = wF f1(x) = 0 ,

and the same for g1. Thus ∇Tf1(x) and ∇Tg1(x) are annihilated by all homogeneities and so these
vectors lie in the affine span of F—the linear span of differences a−b for a, b ∈ F . This has
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dimension dimCF − 1. Consequently, ∇Tf1(x)− (−1)my∇Tg1(x) = 0 consists of dimCF − 1
independent linear equations on the subset of CF ⊕CF consisting of pairs f1, g1 such that f1(x) =
g1(x) = 0. These are independent of the third equation in (4.8). Thus the fiber π−1(y, x) ⊂ Z has
codimension 3 + dimCF − 1 = 2 + dimCF and so

dimΥ = dim(C× ×X) + dimZ − dimCF − 2 = dimZ + d− dimCF .

Let (f•, g•) ∈ πZ(Υ) have witness (y, x). That is, the equations (4.8) hold, as well as ∇Tf1(x)−
(−1)my∇Tg1(x) = 0. As in the proof of Lemma 4.4.6, if w ∈ Zd+1 is a quasi-homogeneity for
polynomials of support F , then (y, tw · x) also satisfies these equations.

We have F = G = M ∩ A(W ), so that M is a face of the base of N. Thus there are at
least two (in fact the codimension of M in N) independent homogeneities, which implies that the
fiber π−1

Z (f•, g•) has dimension at least two. This implies that the image Θ◦ has dimension at most
dimZ+d−dimCF−2. Since M is not a vertex, dimCF ≥ 2, which shows that dimΘ◦ < dimZ
and completes the proof.

4.4.3 Case (v)

For α ∈ C×, define Ψ(α, f•, g•) ⊂ X to be the set{
x ∈ X

∣∣∣ none of fi(x)gi(x) for i ≥ 1 vanish and
m∏
i=1

fi(x) − (−1)mα
m∏
i=1

gi(x) = 0
}
.

Case (v) in the proof of Theorem 4.4.4 follows from the next lemma.

Lemma 4.4.9. There is a dense open subset U1 ⊂ Z such that if (f•, g•) ∈ U1, then Ψ(1, f•, g•) is
smooth.

We will deduce this from a weaker lemma.

Lemma 4.4.10. There is a dense open subset U ⊂ C× × Z such that if (α, f•, g•) ∈ U , then
Ψ(α, f•, g•) is smooth.

Proof. Let T ⊂ X × Z be the set of (x, f•, g•) such that none of fi(x)gi(x) for i ≥ 1 vanish.
Define φ : T → C× × Z by

φ(x, f•, g•) =
(
(−1)m

∏m
i=1 fi(x)/

∏m
i=1 gi(x) , f• , g•

)
.

Notice that φ−1(α, f•, g•) = Ψ(α, f•, g•) for (α, f•, g•) ∈ C× × Z.
We claim that φ(T ) is dense in C× × Z. For this, recall that the polynomials fi have support

F , which is M ∩ (A(W ) ∪ {e}) for some face M of Q = conv(A(W ) ∪ {e}) that is neither its
base nor a vertex, and the polynomials gi have support G = M ∩ A(W ). Since M is not a vertex,
there are a, b ∈ F with a ̸= b and b ∈ A(W ).

Let fi := xa and gi := xb for i = 1, . . . ,m. Then X × {(f•, g•)} ⊂ T and for x ∈ X
φ(x, f•, g•) = (xma − (−1)mxmb, f•, g•). The map X = (C×)d+1 → C× given by x 7→ xma −
(−1)mxmb is surjective as ma −mb ̸= 0. This implies that the differential dφ is surjective at any
point of X × {(f•, g•)}, and therefore φ(T ) is dense in C× × Z.

Since T is an open subset of the smooth variety X × Z, it is smooth. Then Bertini’s Theo-
rem [45, Thm. 2.27, p. 139] implies that there is a dense open subset U ⊂ C× × Z such that for
(α, f•, g•) ∈ U , φ−1(α, f•, g•) = Ψ(α, f•, g•) is smooth.
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We now can deduce Lemma 4.4.9.

Proof of Lemma 4.4.9. If we knew that the set U of Lemma 4.4.10 contained a point (1, f•, g•),
then U1 := U ∩ ({1} × Z) would be a dense open subset of Z, which would complete the proof.
As we do not know this, we must instead argue indirectly.

Suppose that there is no such open set U1 as in Lemma 4.4.9. Then the set Ξ ⊂ Z consisting
of (f•, g•) such that Ψ(1, f•, g•) is singular is dense in Z.

For α ∈ C× and (f•, g•) ∈ Z, define α.(f•, g•) to be (f•, α.g•) where

α.(g1, g2, . . . , gm) = (αg1, g2, . . . , gm) .

This is a C×-action on Z. Consequently, α.Ξ is dense in Z for all α ∈ C×.
Let U ⊂ C× × Z be the set of Lemma 4.4.10. As it is nonempty, let (α, f ′

•, g
′
•) ∈ U . Then

Uα := U ∩ ({α} × Z) is nonempty and open in {α} × Z. As α.Ξ is dense, we have

Uα
⋂(

{α} × α.Ξ
)
̸= ∅ .

This is a contradiction, for if (α, f•, g•) ∈ Uα, then Ψ(α, f•, g•) is smooth, but if (f•, g•) ∈ α.Ξ,
then (f•, α

−1g•) ∈ Ξ and Ψ(1, f•, α
−1g•) is singular. The contradiction follows from the equality

of sets Ψ(α, f•, g•) = Ψ(1, f•, α
−1g•).

4.5 Critical Points Property

We illustrate our results, using them to establish the critical points property (and thus the
spectral edges nondegeneracy conjecture) for three periodic graphs. Through Theorem 4.5.2, we
will see that a single calculation is sufficient for proving that the critical points property holds for
the examples to come. We first state this property.

Let Γ be a connected Zd-periodic graph with parameter space Y = CE × CW for discrete
operators on Γ. We say that Γ has the critical points property if there is a dense open subset U ⊂ Y
such that if c ∈ U , then every critical point of the function λ on the Bloch variety V(Dc(z, λ)) is
nondegenerate in that the Hessian determinant

det

((
∂2λ

∂zi∂zj

)d
i,j=1

)
(4.9)

is nonzero at that critical point. Here, the derivatives are implicit, using that D(z, λ) = 0.

4.5.1 Reformulation of Hessian condition

Let D = det(Lc(z)− λI) be the dispersion polynomial for an operator Lc on a periodic graph
Γ. In Section 4.1.2 we derived the equations for the critical points of the function λ on the Bloch
variety V(D(z, λ)),

D(z, λ) = 0 and
∂D

∂zi
= 0 for i = 1, . . . , d . (4.10)

Implicit differentiation of D = 0 gives ∂D
∂zj

+ ∂D
∂λ

· ∂λ
∂zj

= 0. If ∂D
∂λ

̸= 0, then ∂λ
∂zj

= 0. If ∂D
∂λ

= 0,
then (z, λ) is a singular point hence is also a critical point of the function λ and so we again have
∂λ
∂zj

= 0. Differentiating again we obtain,

0 =
∂

∂zi

(
∂D

∂zj
+
∂D

∂λ
· ∂λ
∂zj

)
=

∂2D

∂zi∂zj
+

∂2D

∂zi∂λ
· ∂λ
∂zj

+
∂D

∂λ
· ∂2λ

∂zi∂zj
.
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At a critical point (so that ∂λ
∂zj

= 0), we have

∂2D

∂zi∂zj
= −∂D

∂λ
· ∂2λ

∂zi∂zj
.

Thus

det

((
∂2D

∂zi∂zj

)d
i,j=1

)
=

(
−∂D
∂λ

)d
· det

((
∂2λ

∂zi∂zj

)d
i,j=1

)
.

Consider now the Jacobian matrix of the critical point equations (4.10),

J =


∂D
∂z1

. . . ∂D
∂zd

∂D
∂λ

∂2D
∂z21

. . . ∂2D
∂zd∂z1

∂2D
∂λ∂z1

... . . . ...
...

∂2D
∂z1∂zd

. . . ∂2D
∂z2d

∂2D
∂λ∂zd

 .

At a critical point, the first row is (0 · · · 0 ∂D
∂λ

), and thus

det(J) =
∂D

∂λ
· det

((
∂2D

∂zi∂zj

)d
i,j=1

)
= (−1)d

(
∂D

∂λ

)d+1

· det

((
∂2λ

∂zi∂zj

)d
i,j=1

)
.

We deduce the following lemma.

Lemma 4.5.1. A nonsingular critical point (z, λ) on V(Dc(z, λ)) is nondegenerate if and only if
it is a regular solution of the critical point equations (4.10).

The following theorem is adapted from arguments in [10, Sect. 5.4].

Theorem 4.5.2. Let Γ be a Zd-periodic graph. If there is a parameter value c ∈ Y such that the
critical point equations have (d+1)!vol(N (Γ)) regular solutions, then the critical points property
holds for Γ.

Proof. Let Y be the parameter space for operators L on Γ. Consider the variety

CP := {(c, z, λ) ∈ Y × (C×)d × C | the critical point equations (4.1) hold} ,

which is the incidence variety of critical points on all Bloch varieties for operators on Γ. Let π be
its projection to Y . For any c ∈ Y , the fiber π−1(c) is the set of critical points of the function λ on
the corresponding Bloch variety for Dc. By Corollary 4.2.2, there are at most (d+1)!vol(N (Dc))
isolated points in the fiber.

Let c ∈ Y be a point such that the critical point equations have (d+1)!vol(N (Γ)) regular solu-
tions. Then (d+1)!vol(N (Γ)) ≤ (d+1)!vol(N (Dc)). By Lemma 4.4.3, N (Dc) is a subpolytope of
N (Γ), so that vol(N (Dc)) ≤ vol(N (Γ)). We conclude that both polytopes have the same volume
and are therefore equal. In particular, the corresponding Bloch variety has the maximum number
of critical points, and each is a regular solution of the critical point equations (4.1). Because they
are regular solutions, the implicit function theorem implies that there is a neighborhood Uc of c in
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the classical topology on Y such that the map π−1(Uc) → Uc is proper (it is a (d+1)!vol(N (Γ))-
sheeted cover).

The set DC of degenerate critical points is the closed subset of CP given by the vanishing of
the Hessian determinant (4.9). Since π is proper over Uc, if DP = π(DC) is the image of DC
in Y , then DP ∩ Uc is closed in Uc. As the points of π−1(c) are regular solutions, Lemma 4.5.1
implies they are all nondegenerate and thus c ̸∈ DP , so that Uc ∖ DP is a nonempty classically
open subset of Y consisting of parameter values c′ with the property that all critical points on the
corresponding Bloch variety are nondegenerate.

This implies that there is a nonempty Zariski open subset of Y consisting of parameters such
that all critical points on the corresponding Bloch variety are nondegenerate, which completes the
proof.

By Theorem 4.5.2, it suffices to find a single Bloch variety with the maximum number of
isolated critical points to establish the critical points property for a periodic graph. The following
examples use such a computation to establish the critical points property for 219 + 2 graphs Γ.
Computer code and output are available at the github repository1.

Example 4.5.3. Let us consider the dense Z2-periodic graph Γ of Figure 4.2. It has m = 2 points
in its fundamental domain, the highlighted region, and the convex hull of the support A(W ) has
area 4. By Theorem C, a general operator on Γ has 2! · 22+1 · 4 = 64 critical points. There are

(0, 0, 2)

(−4, 0, 0)

(0,−2, 0)

(4, 0, 0)

(0, 2, 0)

Figure 4.4: Dense periodic graph and its polytope from Figure 4.2.

13 edges and two vertices in W , and independent computations in the computer algebra systems
Macaulay2 [24] and Singular [9] find a point c ∈ Y = C15 such that the critical point equations
have 64 regular solutions on (C×)2 × C. By Theorem 4.5.2, the critical points property holds for
Γ. ⋄

Example 4.5.4. The graph Γ in Figure 4.5 is not dense. Its restriction to the highlighted fundamen-
tal domain is not the complete graph on 3 vertices and there are three and not nine edges between

1https://mattfaust.github.io/CPODPO.
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any two adjacent fundamental domains. Altogether, it has 3 · 6 + 1 = 19 fewer edges than the
corresponding dense graph. Its support A(W ) forms the columns of the matrix ( 0 1 1 0 −1 −1 0

0 0 1 1 0 −1 −1 )
whose convex hull is a hexagon of area 3.























�
�
��

�
�

�
�

(0, 0, 3)(−1,−1, 1)

A
A
AAU

(1, 2, 1)

�
�

�
��(−3,−3, 0)

(0,−3, 0)
(0, 3, 0)

(3, 0, 0)
(3, 3, 0)

(1,−1, 1)










�

(2, 1, 1)

6

Figure 4.5: Sparse graph with the same Newton polytope as the corresponding dense graph.

Despite Γ not being dense, its Newton polytope N (Γ) is equal to the Newton polytope of the
dense graph with the same parameters, A(W ) and W . Figure 4.5 displays the Newton polytope,
along with elements of the support of the dispersion polynomial that are visible. Observe that on
each triangular face, there are four and not ten monomials.

By Theorem A (Corollary 4.2.2), there are at most 2! · 32+1 · 3 = 162 critical points. There are
eleven edges and three vertices in W , and independent computations in Macaulay2 and Singular
find a point c ∈ Y = C14 such that the critical point equations have 162 regular solutions on
(C×)2 × C. By Theorem 4.5.2, the critical points property holds for Γ.

Let Γ′ be a graph that has the same vertex set and support as Γ, and contains all the edges of
Γ—then [10, Thm. 22] implies that the critical points property also holds for Γ′. This establishes
the critical points property for an additional 219 − 1 periodic graphs. ⋄

Example 4.5.5. The graph Γ of Figure 4.6 has only ten edges but the same highlighted fundamental
domain W and support A(W ) as the the graph of Figure 4.5, which had eleven edges. Its Newton
polytope is smaller, as it is missing the vertices (3, 3, 0) and (−3,−3, 0).

It has volume 70/3 and normalized volume 3! · 70/3 = 140. Independent computations in
Macaulay2 and Singular find a point c ∈ Y = C13 such that the critical point equations have 140
regular solutions on (C×)2×C. Thus there are no critical points at infinity, and Theorem B implies
that the Bloch variety is smooth at infinity.

As before, achieving the bound of Corollary 4.2.2 with regular solutions implies that all critical
points are nondegenerate and the critical points property holds for Γ. ⋄
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Figure 4.6: A periodic graph and its Newton polytope.
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5. Irreducibility of Bloch and Fermi Varieties

Much of this chapter is adapted from, and based on, [12].

5.1 History and Overview

Studying whether Bloch varieties or Fermi varieties are irreducible has important consequences.
Indeed, irreducibility of Fermi varieties implies the absence of embedded eigenvalues [33–35].
This result has several applications, see [31,37,39]. Recently, it was shown in [38] that irreducibil-
ity of the Bloch variety implies quantum ergodicity when, additionally, the dispersion polynomial
satisfiesD(z, λ) ̸= D(µz, λ) for all µ ∈ Td∖{(1, 1, . . . , 1)}. In [1,15,23,39], these varieties were
shown to be irreducible for operators defined for a class of finite-range graphs, such as the square
lattice. Irreducibility of Fermi varieties was studied with respect to planarity of the graph in [36].
Reducibility of Bloch variety has also been studied in [18, 44, 47, 48]. For a more detailed history,
see [31, 32, 40].

Studying the irreducibility of Bloch and Fermi varieties upon changing the period of the po-
tential dates back to the 1980s, with a focus on the discrete periodic Schrödinger operator for the
square lattice. In this case, irreducibility of the Bloch variety was proven in [3] for d = 2. For
Fermi varieties, [23] showed irreducibility for d = 2 for all but finitely many values of λ, and [1]
showed that every Fermi variety is irreducible for d = 3. In [39] this result was extended to higher
dimensions, Fermi varieties are irreducible for all λ if the potential V is QZ-periodic where Q is
primitive. Most recently, [15] proved irreducibility of Bloch varieties for a large class of graphs,
which includes the triangular lattice and Harper lattice, and [16] proved irreducibility of all but
finitely many Fermi varieties for a large class of graphs, including the Lieb lattice.

As irreducibility of the dispersion polynomial implies irreducibility of its Bloch variety, we
focus on examining the effect that changing the period lattice has on the irreducibility of this
polynomial. That is, following the notation of Section 3.3.3, if we know that D(z, λ) is irreducible
for a Zd-periodic potential, then can we use that knowledge to conclude thatDQ(z, λ) is irreducible
for a QZ-periodic potential? We will apply our observations towards discussing the irreducibility
of the Bloch varieties associated to various families of periodic graphs, including the diamond
lattice (Example 5.3.4), the dice lattice (Example 5.3.9), and dense periodic graphs. We will also
discuss the irreducibility of Fermi varieties associated to various families of dense periodic graphs
(Example 5.3.7).

To begin, we fix a Zd-periodic potential and study the reducibility of the dispersion polynomial
D(z, λ) after replacing the period lattice with the sublattice QZ =

⊕d
i=1 qiZ, where Q ∈ Nd;

that is, we will study whether DQ(z, λ) is irreducible for the same Zd-periodic potential. We
will show that the irreducibility of the corresponding dispersion polynomial DQ(z, λ) depends on
the irreducibility of D(z, λ) and a relationship between the support of D(z, λ) and the tuple Q
(Theorem 5.2.4 and Lemma 5.2.9).

We will then use the theory developed in Section 2.1.3 to study when irreducibility is preserved
for a potential that is periodic with respect to the sublattice QZ. Roughly, for a QZ-periodic
potential, we show that if enough of the facial polynomials of DQ(z, λ) are also facial polynomials
for some Zd-periodic potential and the corresponding facial polynomials ofD(z, λ) are irreducible,
then the polynomial factors “only homothetically” (Corollary 5.2.12). If this condition is met, then
DQ(z, λ) is irreducible if it has an irreducible facial polynomial (Corollary 2.1.8). We conclude
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with various applications of these results.

5.2 On Irreducibility of the Dispersion Polynomial

Let Γ be a Zd-periodic graph with fundamental domain W , let L(z) be the Floquet matrix of
a discrete periodic operator L with a Zd-periodic labeling (V,E) (that is E is a Zd-periodic edge
labeling and V is a Zd-periodic potential), and let D(z, λ) := det(L(z) − λI) be the dispersion
polynomial. Fix Q = (q1, . . . , qd) ∈ Nd, and consider Γ as a QZ-periodic graph with fundamental
domain WQ. For a QZ-periodic potential VQ, let LQ(z) be the Floquet matrix of L acting on the
QZ-periodic graph Γ with fundamental domain WQ and with edge labeling E and potential VQ.
Let L̂Q(z) be the matrix obtained from the Floquet matrix LQ(z) after the change of basis (3.8),
and let V̂ be VQ after change of basis (3.8) (see Section 3.3.3).

Recall that DQ(z, λ) = det(LQ(z) − λI), D̂Q(z, λ) = det(L̂Q(z) − λI), DQ(z
Q, λ) =

D̂Q(z, λ), |Q| :=
∏d

i=1 qi, and UQ :=
∏d

i=1 Uqi , where Uqi is the multiplicative group of qith
roots of unity. We will often write D,DQ, and D̂Q in place of D(z, λ), DQ(z, λ) , and D̂Q(z, λ)
respectively.

We seek conditions on D and Q which imply that if VQ = V then DQ is irreducible. In this
case, the QZ-periodic potential VQ is also Zd-periodic.

Suppose that VQ = V . By Remark 3.3.7, V̂ is given by a diagonal matrix when the potential
VQ is Zd-periodic. It follows that D̂Q(z, λ) may be expressed in terms of D(z, λ) as

D̂Q(z, λ) := det(L̂Q(z)− λI) =
∏
µ∈UQ

det(L(µz)− λI) =
∏
µ∈UQ

D(µz, λ). (5.1)

Due to this expression, we have that N (D̂Q) = |Q|N (D). As DQ(z
Q, λ) = D̂Q(z, λ), N (DQ)

is the polytope obtained after multiplying the ith coordinate of each point of N (D) by |Q|
qi

. That

is, (a1, . . . , ad, ad+1) is a vertex of N (D) if and only if ( |Q|a1
q1
, . . . , |Q|ad

qd
, |Q|ad+1) is a vertex of

N (DQ). Therefore, w = (w1, . . . , wd+1) ∈ Zd exposes a face of N (D) if and only if w′ =
(q1w1, . . . , qdwd, wd+1) exposes a face of N (DQ). We call N (DQ) a contracted Q-dilation of
N (D) (a contracted Q-dilation is a ( |Q|

q1
, . . . , |Q|

qd
, |Q|)-dilation in the sense of Section 5.3). We will

often write (DQ)|w for (DQ)|w′; similarly, if F is the face of N (DQ) exposed by w′, then we will
write D|F for the corresponding facial polynomial of D and vice versa.

The following lemma is an immediate consequence of (5.1), we include a proof for the reader’s
convenience.

Lemma 5.2.1. Let VQ be the Zd-periodic potential V . Suppose that D is only homothetically
reducible, then DQ is only homothetically reducible.

Proof. Suppose D is only homothetically reducible and DQ = g(z, λ)h(z, λ), where g(z, λ) is not
a monomial. As DQ(z

Q, λ) = D̂Q(z, λ), it suffices to show that N (g(zQ, λ)) is homothetic to
N (D̂Q).

By Remark 2.1.5, asD is only homothetically reducible, if f1, . . . , fl are its irreducible factors,
then there exist r1, . . . , rl ∈ Q such that N (fi) = riN (D). As VQ is Zd-periodic, it follows that
N (fi) =

ri
|Q|N (D̂Q).
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By (5.1), g(zQ, λ)h(zQ, λ) = D̂Q =
∏

µ∈UQ
D(µz, λ). Thus for some integer s, such that

0 < s ≤ l|Q|, g(zQ, λ) =
∏s

i=1 κi(z, λ), where each κi(z, λ) = fj(µz, λ) for some j ∈ [l] and
µ ∈ UQ (noting that each fj(µz, λ) is an irreducible factor of D(zQ, λ)). If κi(z, λ) = fj(µz, λ)

then let χi = rj . We conclude that N (g(zQ, λ)) =
∑s

i=1 χi

|Q| N (D̂Q), and thus we have N (g(z, λ)) =∑s
i=1 χi

|Q| N (DQ).

Remark 5.2.2. Lemma 5.2.1 extends to facial polynomials and specializations (such as the spe-
cializations that define Fermi varieties). That is, for a Zd-periodic potential, ifD|w is only homoth-
etically reducible then so is (DQ)|w. Let λ0 ∈ C. If D(z, λ0) is only homothetically reducible then
so is DQ(z, λ0). Finally, if D|w(z, λ0) is only homothetically reducible then so is (DQ)|w(z, λ0).
Thus the results of this section extend to DQ(z, λ0), as well as the facial forms (DQ)|w(z, λ0) and
(DQ)|w. ⋄

The following lemma is considered folklore, and will provide us motivation. We include a
proof for the reader’s convenience. For A ∈ Nd, let Q/A := ( q1

a1
, . . . , qd

ad
), and write A | Q if ai | qi

for all i = 1, . . . , d.

Lemma 5.2.3. Suppose A = (a1, . . . , ad) ∈ Nd such that A | Q and let VQ be an AZ-periodic
potential. If DQ is irreducible, then DA is irreducible.

Proof. By way of contradiction, suppose that DA is reducible, that is, DA = f(z, λ)g(z, λ). The
fundamental domain WQ is a Q/A-expansion of WA, and so by Section 3.3.3,

DQ(z
q1
a1
1 , . . . , z

qd
ad
d , λ) =

∏
µ∈UQ/A

DA(µz, λ) =
∏

µ∈UQ/A

f(µz, λ)g(µz, λ).

By Lemma 3.1 of [15], there exist f ′ and g′ such that

f ′(z
q1
a1
1 , . . . , z

qd
ad
d , λ) =

∏
µ∈UQ/A

f(µz, λ) and g′(z
q1
a1
1 , . . . , z

qd
ad
d , λ) =

∏
µ∈UQ/A

g(µz, λ).

Therefore DQ(z1, . . . , zd, λ) = f ′(z1, . . . , zd, λ)g
′(z1, . . . , zd, λ).

By Lemma 5.2.3, if DQ is irreducible and A | Q, then DA is irreducible. For the remaining
section, we assume D is irreducible for the Zd-periodic potential V and that VQ = V . Let σ =

{σ1, . . . , σk} ∈
(
[d]
k

)
be a k-element subset of the set [d] := {1, 2, . . . , d}. Let σ̄ = [d] ∖ σ be the

complement of σ in [d]. Define σ ⊙Q = (σ ⊙ q1, σ ⊙ q2, . . . , σ ⊙ qd), where σ ⊙ qi = qi if i ∈ σ,
and σ ⊙ qj = 1 if j ̸∈ σ. Let Dσ⊙Q be the dispersion polynomial given by the discrete periodic
operator L, with the Zd-periodic (and therefore (σ ⊙ Q)Z-periodic) labeling (VQ, E) associated
to the (σ ⊙ Q)Z-periodic graph Γ with fundamental domain given by the expansion Wσ⊙Q of W .
This notation will allows us study irreducibility of the dispersion polynomial as we incrementally
expand coordinate-wise from D = D(1,...,1) to DQ. Lemma 5.2.3 suggests this approach, as we
know that if DQ is irreducible, then for any k < d we must have that any Dσ⊙Q is irreducible
for all σ ∈

(
[d]
k

)
. Each time we are assuming that Dσ⊙Q is the dispersion polynomial given by

the discrete periodic operator L, with the Zd-periodic (and therefore (σ ⊙ Q)Z-periodic) labeling
(VQ, E). Indeed, this thread of thought leads us to the following theorem.
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Theorem 5.2.4. Fix a positive integer k < d and suppose thatDσ⊙Q is irreducible for all σ ∈
(
[d]
k

)
.

If no k + 1 coordinates of Q share a common factor, then DQ is irreducible.

Proof. Assume that no k + 1 coordinates of Q share a common factor. Suppose there exist poly-
nomials g, h, with g not a monomial, such that

DQ = g(z, λ)h(z, λ).

Reordering, if necessary, we may assume that σ = [k]. As WQ is an expansion of Wσ⊙Q,

DQ(z
σ̄⊙Q, λ) =

∏
γ∈Uσ̄⊙Q

Dσ⊙Q(z1, . . . , zk, γ1zk+1, . . . , γd−kzd, λ).

As Dσ⊙Q is irreducible, there exist γ1, . . . , γs ∈ Uσ̄⊙Q for some s ≥ 1 such that

g(zσ̄⊙Q, λ) =
s∏
i=1

Dσ⊙Q(z1, . . . , zk, γ
i
1zk+1, . . . , γ

i
d−kzd, λ).

Expand this so that

g(zQ, λ) =
s∏
i=1

∏
µ∈UQ

D(µ1z1, . . . , µkzk, γ
i
1zk+1, . . . , γ

i
d−kzd, λ)

can be written as a product of S := s
∏k

i=1 qi irreducible polynomials. As σ is arbitrary (that is,
the same argument holds for any σ ∈

(
[d]
k

)
after reordering coordinates), the product qσ1 · · · qσk

divides S for all σ ∈
(
[d]
k

)
. By our assumption, no k + 1 coordinates of Q share a common factor.

Therefore, if pa is a prime power that divides |Q|, there exists σ ∈
(
[d]
k

)
such that pa | qσ1 · · · qσk ,

and thus pa | S. As S is at most |Q|, it follows that S = |Q|, and so h must be a monomial.

To apply Theorem 5.2.4, we need to find conditions that imply Dσ⊙Q is irreducible for all
|σ| ≥ 1. Rather than depending strictly on Q, these conditions examine the reducibility of DQ in
relation to the interplay between Q and the support of D. We begin this discussion with a remark.

Remark 5.2.5. In what follows, we study how D(z, λ) relates to D(µz, λ) for µ ∈ UQ. In partic-
ular, we consider if there exists a µ ∈ UQ such that D(µz, λ) is given by D(z, λ) up multiplication
by some constant. As D(z, λ) has a term that is constant as a polynomial in z (that is, a term that is
constant or a power of λ), we may always assume that if such a µ exists then D(µz, λ) = D(z, λ).

Much of what we discuss will also apply to D(z, λ0), D|F , and D|F (z, λ0) (that is, the poly-
nomials defining the Fermi varieties and facial polynomials), however, there may be a µ ∈ T such
that D(µz, λ0) = cD(z, λ0) for some c ∈ T ∖ {1}. In this case we may multiply by a monomial
unit to obtain a new polynomial with a constant term or a power of λ, enabling us to assume that if
such a µ exists, then c = 1. This will allow us to extend the arguments to come to to these cases. ⋄

Before stating these conditions in generality, we begin by building some intuition by studying
the case when d = 1. Suppose that σ = {1}, z = z1, and that q = q1 > 1. As D(z, λ) is
irreducible, we have that

Dq(z
q, λ) =

∏
µ∈Uq

D(µz, λ).
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If Dq(z, λ) = gh, where g and h are not monomials, then there exist µ1, . . . , µs ∈ Uq, where
1 ≤ s < q, such that

g(zq, λ) =
s∏
i=1

D(µiz, λ).

As s < q, there exists µ′ ∈ Uq1 such that µ′µ1 ̸∈ {µ1, . . . , µs}; indeed, such a µ′ must exist
otherwise s = q and Dq(z, λ) is irreducible as then h must be a monomial. As multiplying z by
elements of Uq does not change g(zq, λ), we have

g(zq, λ) = g((µ′z)q, λ) =
s∏
i=1

D(µ′µiz, λ).

As each D(µz, λ) is irreducible, there is a j ∈ {1, . . . , s} such that D(µ′µ1z, λ) = D(µjz, λ)
(see Remark 5.2.5). As µ′µ1 ̸= µj , we have that µ̂ = µ′µ1(µj)

−1 is not 1, and thus we have a
nontrivial element µ̂ ∈ Uq satisfying D(µ̂z, λ) = D(z, λ). Since D(µ̂z, λ) = D(z, λ), if υ(z, λ) is
a monomial term of D(z, λ), then υ(µ̂z, λ) = υ(z, λ). Thus if Dq(z, λ) is reducible, then ord(µ̂),
the order of µ̂, must divide the exponent of z in any term υ(z, λ) of D(z, λ).

Let b′ be the greatest common divisor of the finite set of integers {r | (r, t) ∈ A(D(z, λ)}. As
µ̂ fixes all terms of D(z, λ), then we must have that ord(µ̂) divides b′. As ord(µ̂) divides q = |Uq|,
we see that gcd(q, b′) ̸= 1. It follows that if D(z, λ) is irreducible and gcd(q, b′) = 1, then we have
a contradiction and can conclude that Dq(z, λ) is irreducible (as our assumption that Dq(z, λ) is
reducible implies that gcd(q, b′) ̸= 1).

Indeed, if gcd(q, b′) = 1, then we have that gcd(ord(µ̂), b′) = 1. By Euclid’s algorithm and the
definition of b′, there must exist zr1λt1 , . . . , zrlλtl as monomials or their inverses that appear as a
term with nonzero coefficient in D(z, λ) with

∑
ri = b′. Therefore, as µ̂b′ ̸= 1, we see that

µ̂b
′
zr1+···+rlλt1...tl ̸= zr1+···+rlλt1...tl , (5.2)

and so we cannot have (µ̂z)riλti = zriλti for all i ∈ [l]. This contradicts the assumption that
Dq(z, λ) is reducible, as if it were then, as discussed, µ̂ would fix all terms of D(z, λ).

To state the more general case, we first need to introduce a definition that will allows us to
identify the values ord(µ̂) can take for Dσ⊙Q to be reducible.

Definition 5.2.6. Let σ ∈
(
[n]
k

)
for some k ∈ [n] and let j ∈ σ. Let B be the collection of b such

that there is a vector in the integer span of A(D) that is b in the jth coordinate and 0 for every
other coordinate i ∈ σ. B forms an ideal of Z and is therefore principal. Define Divj,σ(D) to be
the principal generator of B (equivalently, the greatest common divisor of the elements in B). ⋄

If Q = q1, then Div1,{1}(D) = b′ (where b′ is from the discussion of the one-dimensional case).
In general, Dσ⊙Q can factor only if ord(µ̂) divides Div1,σ(D) (as otherwise the same situation as
(5.2) arises). We now present some examples.

Example 5.2.7. Consider the polynomial f(z1, z2, λ) = z21z
2
2 + λz41 + λ3. Suppose there is a

µ1 ∈ T such that f(µ1z1, z2, λ) = cf(z1, z2, λ) for some c ∈ C. As every term must be fixed
under z1 → µ1z1, c = 1 because λ3 is invariant with respect to this change of variables. By
definition, Div1,{1}(f(z1, z2, λ)) = 2. Thus µ2

1 = 1, that is µ1 = ±1. This agrees with the fact that
µ2
1z

2
1z

2
2 = z21z

2
2 .
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In this same case, Div1,{1,2}(f(z1, z2, λ)) = 4. Given µ1 and µ2 in T, where f(µ1z1, µ2z2, λ) =
cf(z1, z2, λ), then c = 1. As λz41 is independent of µ2, the order of µ1 must divide 4.

Finally consider h(z1, z2, λ) = z31z
2
2 + z21z

−1
2 + λ. Assume µ1 and µ2 are in T such that

h(µ1z1, µ2z2, λ) = ch(z1, z2, λ). Again, c = 1. We have (z31z
2
2)(z

2
1z

−1
2 )2 = z1. Therefore, we

find that Div1,{1,2}(h(z1, z2, λ)) = 1. As µ3
1z

3
1µ

2
2z

2
2 = z31z

2
2 and µ2

1z
2
1µ

−1
2 z−1

2 = z21z
−1
2 , it follows

z1 = (µ3
1z

3
1µ

2
2z

2
2)(µ

2
1z

2
1µ

−1
2 z−1

2 )2 = µ1z1; we conclude that µ1 = 1. ⋄

Remark 5.2.8. If σ′ ⊆ σ then Divj,σ′(D) divides Divj,σ(D). ⋄

We now state the general case. Recall Remark 5.2.5; that is, we assume that if there exists a
µ ∈ UQ such that D(µz, λ) = cD(z, λ), then c = 1.

Lemma 5.2.9. Let VQ be a Zd-periodic potential. Suppose that there exists σ′ ∈
(

[d]
k−1

)
, where

1 ≤ k ≤ d, such that Dσ′⊙Q is irreducible. Let σ = i ∪ σ′ for some i ̸∈ σ′. If qi is coprime to
b = Divi,σ(D), then Dσ⊙Q is irreducible.

Proof. After reordering we may assume that i = 1 and σ = {1, 2, . . . , k}. By way of contradiction,
suppose that Dσ⊙Q is reducible with factor g that is not a monomial, but gcd(q1, b) = 1. Let
σ′ = σ ∖ {1}. Then

Dσ⊙Q(z
q1
1 , z2, . . . , zd, λ) =

∏
µ∈Uq1

Dσ′⊙Q(µz1, z2, . . . , zd, λ).

As each Dσ′⊙Q(µz1, z2, . . . , zd, λ) is irreducible, g must have the following factorization,

g(zq11 , z2, . . . , zd, λ) =
s∏
i=1

Dσ′⊙Q(µiz1, z2, . . . , zd, λ),

where µi ∈ Uq1 and 1 ≤ s < q1; that is, a nonempty proper subset of the irreducible factors of
Dσ⊙Q(z

q1
1 , z2, . . . , zd, λ) must appear as the irreducible factors of g(zq11 , z2, . . . , zd, λ). As s < q1,

there exists µ′ ∈ Uq1 such that µ′µ1 = µ̂ ̸∈ {µ1, µ2, . . . , µs}. Notice we have the following two
factorizations,

g(zq11 , . . . , z
qk
k , zk+1, . . . , zd, λ) =

s∏
i=1

∏
γ∈U(1,q2,...,qk)

D(µiz1, γ2z2, . . . , γkzk, zk+1, . . . , zd, λ),

g((µ′z1)
q1 , . . . , zqkk , zk+1, . . . , zd, λ) =

s∏
i=1

∏
γ∈U(1,q2,...,qk)

D(µ′µiz1, γ2z2, . . . , γkzk, zk+1, . . . , zd, λ).

As each D(µz, λ) is irreducible and

g(zq11 , . . . , z
qk
k , zk+1, . . . , zd, λ) = g((µ′z1)

q1 , . . . , zqkk , zk+1, . . . , zd, λ),

these two factorizations are the same. For µ̂ and a given γ ∈ U(1,q2,...,qk), there exists µl ∈
{µ1, µ2, . . . µs} and γ′ ∈ U(1,q2,...,qk) with

D(µ̂z1, γ2z2, . . . , γkzk, zk+1, . . . , zd, λ) = D(µlz1, γ
′
2z2, . . . , γ

′
kzk, zk+1, . . . , zd, λ).
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Let µ̃ = µl(µ̂)
−1. Notice that, as µ̂ ̸∈ {µ1, . . . , µs}, µ̃ ̸= 1. In particular, ord(µ̃) is an integer

greater than 1 that divides q1. If z2, . . . , zk do not appear in a monomial υ(z1, zk+1, . . . zd, λ) with
support in the integral span of A(D) then υ(µ̃z1, zk+1, . . . zd, λ) = υ(z1, zk+1, . . . zd, λ). Since
gcd(q1, b) = 1, by the definition of Div1,{1,2,...,k}(D) (= b), there exists a term υ(z1, zk+1, . . . zd, λ)
of D that is not fixed by µ̃, a contradiction.

Remark 5.2.10. From the proof of Lemma 5.2.9 we can recover a version of [15, Lemma 3.4].
In particular, suppose that for all µ ∈ UQ one has D(µz, λ) ̸= D(z, λ) (using the assumption
that D has a term that is constant as a polynomial in z). This condition essentially encapsulate
condition (A2) of [15], which is an assumption of [15, Lemma 3.4]. Notice that if g|DQ and g is
not a monomial, then we must have that D(µz, λ)|g(zQ, λ) for every µ ∈ UQ; but then g(zQ, λ) =∏

µ∈UQ
D(µz, λ) = DQ(z

Q, λ). Thus Lemma 5.2.9 essentially gives conditions for when (A2)
holds when expanding the fundamental domain along a single coordinate axis (allowing us to
apply the argument of [15, Lemma 3.4]).

More generally, we have the following. Suppose that there exists σ′ ⊊ σ such that Dσ′⊙Q
is irreducible and contains a constant term as a polynomial in z. Without loss of generality, let
σ = {1, . . . , l} ∪ σ′ where {1, . . . , l} ⊆ σ′, and let UQ′ = U{1,...,l}⊙Q. If

Dσ′⊙Q(z1, . . . , zd, λ) ̸= Dσ′⊙Q(µ1z1, . . . , µlzl, zl+1, . . . , zd, λ) for any µ ∈ UQ′ ,

then Dσ⊙Q is irreducible.
We avoid further discussions of this general criteria, as our goal is to present practically verifi-

able conditions on D that enable us to conclude irreducibility for DQ. ⋄

We will use the following corollary often in the examples of Section 5.3.

Corollary 5.2.11. Let VQ be the Zd-periodic potential V , and suppose that D is irreducible. If
there exist terms za11 , . . . , z

ad
d with nonzero coefficients in D, then DQ is irreducible for all Q such

that gcd(qi, ai) = 1 for all i.

Proof. Notice that no matter our choice of i and σ ⊆ [d], we have that Divi,σ(D)|ai and thus
gcd(qi,Divi,σ(D)) = 1. Starting with the fact that D = D{}⊙Q is irreducible and then consecu-
tively applying Lemma 5.2.9; we see that at each step, as gcd(qi,Divi,σ(D)) = 1, we have that
Dσ⊙Q is irreducible for each σ ⊆ [d].

We say that a facial polynomial (DQ)|F is Zd-periodic if there exists a Zd-periodic potential
V ′ corresponding to the dispersion polynomial D′

Q such that (DQ)|F = (D′
Q)|F . Suppose that for

a QZ-periodic potential VQ the facial polynomial (DQ)|F is Zd-periodic due to the existence of a
Zd-periodic V ′. By Remark 5.2.2, if D|F is only homothetically reducible for V ′, then (DQ)|F is
only homothetically reducible. By Theorem 2.1.7, we obtain a corollary.

Corollary 5.2.12. Suppose that for every facet F of N (DQ), except possibly one, (DQ)|F is Zd-
periodic via the existence of a Zd-periodic potential VF . If, for each F , D|F is only homothetically
reducible for VF , then DQ is only homothetically reducible.
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5.3 Applications

We conclude with examples of discrete periodic operators associated to various families of pe-
riodic graphs which have irreducible Bloch varieties, irreducible Fermi varieties, or Bloch varieties
that are the union of an irreducible hypersurface and flat bands. We assume that all edge labels are
nonzero. We begin by introducing useful definitions and notation to be used in the examples to
come.

For a Laurent polynomial f , a facial polynomial f |F for a face F of N (f) is potential-
independent if the potential, treated as a finite vector of indeterminates, does not appear in the
coefficients of f |F . If a facial polynomial (DQ)|F is potential-independent, then (DQ)|F is Zd-
periodic via the zero potential. A face F of N (D) (and its facial polynomial D|F ) is apical if F
contains the apex of N (D), (0, . . . , 0,m).

Let Sm be the symmetric group on m elements, L(z, λ) := L(z)− λI , and let Li,j(z, λ) be the
(i, j) entry of L(z, λ). For w ∈ Zd+1, we call w · (a, l) the weight of the term zaλl with respect
to w. The monomial terms in τL(z, λ) :=

∏m
i=1(Li,τ(i)(z, λ)) are said to be terms produced by

τ . Notice that in this way, D(z, λ) =
∑

τ∈Sm
sgn(τ)τL(z, λ). We say a permutation τ ∈ Sm

contributes to terms of D|w if A(τL(z, λ)) ∩ A(D|w) ̸= ∅. We say τ is nonzero if τL(z, λ) ̸= 0.

5.3.1 Bloch Varieties

We say a Zd-periodic graph is a 1-vertex graph if it has a single vertex orbit with respect to its
Zd-action. For d ≥ 1, let Γ be a 1-vertex Zd-periodic graph. Let L be a discrete periodic operator
associated to Γ. By [21], D is irreducible as N (D) is a pyramid of height 1. Any apical facet of
N (D) is also a pyramid of height 1 and thus has an irreducible facial polynomial.

Figure 5.1: Two 2-dimensional 1-vertex graphs. On the left, the orange edges are representatives
of the edge orbits. On the right, the square lattice with a highlighted (3, 2)-expansion of the funda-
mental domain is depicted.

Suppose Q ∈ Nd and let V be a QZ-periodic potential. For any nonbase face F , L̂Q(z, λ) has
one contributing permutation (given by the identity permutation) through its diagonal, each entry
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contributing terms of the same negative weight. We conclude that for every nonbase facial polyno-
mial D̂Q|F , and therefore DQ|F , is potential-independent. As the faces are potential-independent
(see the discussion before Lemma 5.2.1), N (DQ) is a contracted Q-dilation of N (D), and there-
fore a pyramid; that is, DQ is only homothetically reducible. To conclude that DQ is irreducible,
we must show that one facial polynomial is irreducible.

Example 5.3.1. Consider a Zd-periodic 1-vertex graph Γ, where d ≥ 1, such that D has a facial
polynomial D|F with the extreme monomials za11 , z

a2
2 , . . . , z

ad
d . Two 2-dimensional examples of

1-vertex graphs with this property are shown in Figure 5.1. If qi is coprime to ai for each i, then
by Corollary 5.2.11 (DQ)|F is irreducible. Thus, by Corollary 2.1.8, it follows that DQ(z, λ) is
irreducible for all potentials.

For example, consider the left-hand graph of Figure 5.1. We have that N (D) has a face with
the extreme monomials z31 and z22 ; thus if q1 is coprime to 3 and q2 is coprime to 2 then DQ(z, λ)
is irreducible. ⋄

Example 5.3.2. Let d ≥ 1. Take any 1-vertex Zd-periodic graph with at least one edge. Pick
an apical facet F of N (D). Notice that there must be some monomial za occurring as a term
of D|F with a non-zero coefficient, for some a (̸= 0) ∈ Zd. Due to this, the collection of Q =
(q1, . . . , qd) ∈ Nd such that D{i}⊙Q is irreducible for all i ∈ [d] is infinite. In particular, this set
contains the Q ∈ Nd such that gcd(ai, qi) = 1; as Divi,{i}(D|F ) must divide ai, we have that
D{i}⊙Q is irreducible by Lemma 5.2.9. Moreover, we consider the infinite set of Q ∈ Nd such that
gcd(ai, qi) = 1 and the coordinates of Q are pairwise coprime. Given a Q in this infinite subset,
we see that DQ|F is irreducible by Theorem 5.2.4. Thus DQ is irreducible for all potentials. ⋄

Let us briefly compare our methods and results with those of [15].

Remark 5.3.3. The results of these last two examples overlap with the results and methods of [15].
In particular, if F is a facet that is not the base, then DQ is irreducible if D|F (µz, λ) ̸= D|F (z, λ)
for all µ ∈ UQ (this is what they refer to as condition (A2), see Remark 5.2.10). In [15] 1-
vertex graphs were considered, and thus checking whether (A2) is satisfied is sufficient to conclude
irreducibility of DQ; as this condition implies irreducibility of the facial form DQ|F and only
homothetic reducibility is immediately from the fact that the Newton polytope are pyramids (this
is essentially [15, Lemma 3.6]).

A distinct difference between these methods is that we only require that some facial form be
irreducible, where as in [15] they always fix the face given by w = (1, . . . , 1,−1) which limits its
applications (this is mainly an artifact of choice rather than a bottleneck in their arguments). For
example, [15] concluded that the dispersion polynomial obtained from the Schrödinger operator
over the Harper lattice is irreducible for all (q1, q2)Z-periodic potentials when q1 and q2 are co-
prime, but choosing another facial form (for example, corresponding to w = (−1, 0,−1)) reveals
that q1 and q2 do not need to be coprime.

Example 5.3.4. The dth member of the hexagonal-diamond family is a Zd-periodic graph Γ with
fundamental domain W given by two vertices u and v and edges (u, v), (u, v− ei), and (ei+u, v),
where for each i = 1, . . . , d the vector ei has 1 in its ith component and is 0 elsewhere. Due
to periodicity, E((u, v − ei)) = E((ei + u, v)). The d = 2 and d = 3 members are shown in
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Figure 5.2: Local realizations of the hexagonal (left) and the diamond lattice (right). The purple
vertices and blue edges are representatives of vertex and edge orbits of the graphs, respectively.

Figure 5.2. Let γi and α be Zd-periodic edge labels of Γ. For a Zd-periodic potential, a discrete
periodic operator associated to Γ has the Floquet matrix

L(z, λ) =

(
α +

∑d
i=1 γi + V (u)− λ −α− γ1z

−1
1 − · · · − γdz

−1
d

−α− γ1z1 − · · · − γdzd α +
∑d

i=1 γi + V (v)− λ

)
.

The apical facial polynomials of D are potential-independent and irreducible. Let Q ∈ Nd. We
show that the apical facial polynomials of D̂Q, and thus DQ, are potential-independent. Consider
L̂Q(z, λ) for a QZ-periodic potential V :

L̂Q(z, λ) =



L(µ1z, λ)
V̂12,1 0

0 V̂12,2
· · · V̂1|Q|,1 0

0 V̂1|Q|,2

V̂21,1 0

0 V̂21,2
L(µ2z, λ) · · · ...

... . . .
V̂|Q|1,1 0

0 V̂|Q|1,2
· · · L(µ|Q|z, λ)


,

where V̂ij,k = (V̂µi,µj)k,k and L(z, λ) has Ṽ (u) = 1
|Q|
∑

ω|ω+u∈WQ
V (ω + u) as its Zd-periodic

potential. Viewing a nonzero permutation τ as a collection of paths (or directed cycles) through
the matrix, we say that τ leaves the main block-diagonal if there exists an i ∈ [2Q] such that
(i, τ(i)) is an entry not belonging to the block-diagonal, i.e. for some i we have that

(i, τ(i)) ̸∈ {(2n− 1, 2n− 1), (2n− 1, 2n), (2n, 2n− 1), (2n, 2n) | 1 ≤ n ≤ |Q|}.
This perspective will be expanded upon in Example 5.3.9.

Without loss of generality, let F be the apical facet exposed by (−2, . . . ,−2,−1). Every
diagonal L(µkz, λ) can contribute at most λ2 or zi to a term of τL̂Q(z, λ), and so for τ to contribute
to D̂Q|F , every L(µkz, λ) must contribute either λ2 or zi, but not both. Notice that as τ leaves the
diagonal there exists an L(µkz, λ) that cannot contribute either λ2 or zi to τL̂Q(z, λ). This is
because τ leaves the main block-diagonal, and thus for some k ∈ [|Q|] the permutation of τ cannot
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involve entries in the bottom row or left-hand column of L(µkz, λ); but then we must have that τ
does not contribute to D̂Q|F . It follows that D̂Q|F =

∏|Q|
i=1 det(L(µiz, λ))|F .

Thus DQ has only potential-independent, and thus only homothetically reducible, apical facial
polynomials. As D|F is irreducible and has extreme monomials z1, z2, . . . , zd, and λ; it follows
from Corollary 5.2.11 that DQ|F is irreducible. Thus, by Corollary 2.1.8, DQ is irreducible. ⋄

Recall from Section 4.4 that a Zd-periodic graph Γ is dense if there is a fundamental domain
W such that whenever a ∈ A(W ) ̸= ∅, the union of W and a+W induces a complete graph.

Example 5.3.5. Consider a Zd-periodic dense graph Γ. As Γ is dense, by Lemma 4.4.3, N (D)
and its apical facets are pyramids for a generic labeling. For Q ∈ Nd, it is straightforward to de-
duce that any nonbase facial polynomialDQ is potential-independent and thus only homothetically
reducible (such as in the first two examples; in fact, any connected 1-vertex graph is dense). By
Theorem 2.1.7, DQ is only homothetically reducible. To show DQ is irreducible for all potentials,
it suffices to show that (DQ)|F is irreducible for some face F .

In dimensions 2 and 3, we have already proven that each D|F is irreducible when F is not a
vertex. By Theorem 4.4.2, for a generically labeled dense Z2- or Z3-periodic graph, the zero-set of
D|F is smooth (and D|F is square-free) for any nonbase face F . In particular, this implies that for
every facet F , D|F is irreducible (see [22]). It follows that D|F is irreducible for any nonbase face
F . As the nonbase facial polynomials are potential-independent, it follows that DQ is irreducible
for all potentials for infinitely many choices of Q (as in Example 5.3.2).

Figure 5.3: A Z2-periodic dense graph and corresponding Newton polytope.

Consider the Z2-periodic dense graph from [10] shown in Figure 5.3. The Floquet matrix of
the discrete periodic operator is:

L1,1(z, λ) = α + β1(2− z1 − z−1
1 ) + β2 + β3 + γ1(2− z2 − z−1

2 ) + γ2 + γ3 + V1 − λ

L1,2(z, λ) = −α− β2z1 − β3z
−1
1 − γ2z2 − γ3z

−1
2

L2,1(z, λ) = −α− β2z
−1
1 − β3z1 − γ2z

−1
2 − γ3z2

L2,2(z, λ) = α + β4(2− z1 − z−1
1 ) + β2 + β3 + γ4(2− z2 − z−1

2 ) + γ2 + γ3 + V2 − λ.
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Where α, βi, γj are edge labels. Let F be the facet of N (D) exposed by (−1,−1,−1), then
D|F has exactly the monomials terms λ2, z21 , z

2
2 , λz1, λz2, and z1z2. By Theorem 4.4.2, D|F is

irreducible. As λz1, λz2, and λ2 are terms of D|F , Div1,σ(D|F ) and Div2,σ(D|F ) both equal 1
for σ = {1, 2}. Thus by Corollary 5.2.11, DQ|F is irreducible for any choice of q1 and q2. By
Corollary 2.1.8, DQ is irreducible for all potentials. ⋄

5.3.2 Fermi Varieties

The d-dimensional cross-polytope, CPd, is the polytope with vertices given by the 2d d-
dimensional vectors that are either 1 or −1 in one coordinate, and 0 elsewhere. Letting A =
(a1, . . . , ad) ∈ Nd, we define ψA : Rd → Rd to be the linear map given by (v1, v2, . . . , vd) 7→
(a1v1, a2v2, . . . , advd). A d-dimensional A-dilated cross-polytope is the image ψA(CPd). The
image of a polytope P under the map ψA is called the A-dilation of P .

By Remarks 5.2.2 and 5.2.5, we may use our methods to discuss the irreducibility of Fermi
varieties for Zd-periodic graphs when d > 2. We note that when d = 2, the Newton polytope
of the polynomial defining a Fermi variety is 2-dimensional, and thus we cannot apply the theory
of only homothetic reducible polynomials that was developed in Section 2.1.3 (as the faces in a
strong chain must share at least an edge). As with Bloch varieties, we begin with 1-vertex graphs.

Example 5.3.6. Let d be some integer greater than 2. Fix λ0 ∈ C. Consider a 1-vertex Zd-
periodic graph with fundamental domain W , such that the convex hull of A(W ) is an A-dilated
cross-polytope for some A = (a1, . . . , ad) ∈ Nd such that gcd(a1, . . . , ad) = 1. For example,
the 3-dimensional square lattice is a 1-vertex Z3-periodic graph, and the convex hull of its sup-
port, A(W ), is the cross-polytope. Another example (although d < 3) is the left-hand graph of
Figure 5.1, the convex hull of its support, A(W ), is the (3, 2)-dialated cross-polytope.

As 1-vertex graphs are dense periodic graphs, by Lemma 4.4.3, we have that N (D(z, λ0)) =
conv(A(W )). It follows that any facet of N (D(z, λ0)) is a pyramid with apex (a1, 0, . . . , 0) or
(−a1, 0 . . . , 0) and thus is only homothetically decomposable. As d > 2, we have that any two
vertices can be connected by a strong chain of only homothetically decomposable facets, and thus,
by [46], N (D(z, λ0)) is only homothetically decomposable. By [21], as gcd(a1, . . . , ad) = 1, if
F is a facet then D|F (z, λ0) is irreducible. Let Q ∈ Nd be such that gcd(qi, ai) = 1 for each i
and gcd(q1, . . . , qd) = 1. By the arguments given in Section 5.3.1 on 1-vertex graphs, the facial
polynomials of DQ(z, λ0) are independent of the potential and of λ0.

Let F be a facet of N (DQ(z, λ0)). As gcd(qi, ai) = 1 for each i, Dσ⊙Q|F (z, λ0) is irreducible
for each σ ∈

(
[d]
d−1

)
by Lemma 5.2.9 (here, a power of zi, for i ∈ σ̄, acts as the constant mentioned

in Remark 5.2.5). Since gcd(q1, . . . , qd) = 1, DQ|F (z, λ0) is irreducible by Theorem 5.2.4. By
Corollary 2.1.8, DQ(z, λ0) is irreducible for all potentials. ⋄

Example 5.3.7. Let d be some integer greater than 2 and let λ0 ∈ C. Consider a Zd-periodic
dense graph Γ with generic edge labels. As in Example 5.3.6, each facial polynomial of DQ(z, λ0)
is independent of the potential and of λ0. For a given edge label, if one can show all facial poly-
nomials of D(z, λ0) are only homothetically reducible, then all facial polynomials of DQ(z, λ0)
are only homothetically reducible for any Q ∈ Nd. If there exists an irreducible facial polynomial
D|F (z, λ0), one can use Section 5.2 to find Q ∈ Nd where DQ|F (z, λ0) is irreducible. Finally, we
can apply Theorem 2.1.7 to conclude irreducibility ofDQ(z, λ0). As in Example 5.3.5, by [14, The-
orem 4.2] when d = 3, D|F (z, λ0) is irreducible. It follows that there are infinitely many Q such
that (DQ)|F (z, λ0) is irreducible.
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Consider the 3-dimensional dense graph shown in Figure 5.4. This is the 3-dimensional analog
of the dense graph from Example 5.3.5. The associated discrete periodic operator L has a Floquet
matrix with entries:

L1,1(z, λ) = α + β1(2− z1 − z−1
1 ) + β2 + β3 + γ1(2− z2 − z−1

2 )

+ γ2 + γ3 + ϵ1(2− z3 − z−1
3 ) + ϵ2 + ϵ3 + V1 − λ

L1,2(z, λ) = −α− β2z1 − β3z
−1
1 − γ2z2 − γ3z

−1
2 − ϵ2z3 − ϵ3z

−1
3

L2,1(z, λ) = −α− β2z
−1
1 − β3z1 − γ2z

−1
2 − γ3z2 − ϵ2z

−1
3 − ϵ3z3

L2,2(z, λ) = α + β4(2− z1 − z−1
1 ) + β2 + β3 + γ4(2− z2 − z−1

2 )

+ γ2 + γ3 + ϵ4(2− z3 − z−1
3 ) + ϵ2 + ϵ3 + V2 − λ.

Here, α, βi, γj , and ϵk are edge labels.

Figure 5.4: A 3-dimensional dense graph (left). The polytope N (D(z, λ0)) is a 3-dimensional
dilated cross-polytope (right).

As shown in Figure 5.4, N (D(z, λ0)) is a (2, 2, 2)-dilated cross-polytope, hence its facial poly-
nomials are only homothetically reducible. Consider the face F of N (D(z, λ0)) exposed by w =
(−1,−1,−1). By Theorem 4.4.2, D|F (z, λ0) is irreducible. By Lemma 5.2.9, (Dσ⊙Q)|F (z, λ0) is
irreducible for each σ ∈

(
[3]
2

)
for allQ ∈ Nd because 1 = Divi,σ(D|F (z, λ0)) for each i ∈ σ ∈

(
[3]
2

)
.

Therefore, if Q is chosen so that gcd(q1, q2, q3) = 1, then (DQ)|F (z, λ0) is irreducible by Theo-
rem 5.2.4. By Corollary 2.1.8, DQ(z, λ0) is irreducible for all potentials. ⋄

Notice that in the case of both of these examples, the choice of λ0 did not affect the reducibility
of DQ(z, λ0). This is not always the case, as demonstrated in [16] through the Lieb lattice (a
Z2-periodic square lattice with an additional vertex between each edge).
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5.3.3 Flat Bands

For a Zd-periodic graph Γ, a flat band in the Bloch variety B(Γ) is the zero-set of a linear
factor λ − r of D(z, λ), for some r ∈ C. Flat bands are studied for their interesting spectral
properties [29]; in particular, a flat band corresponds to an eigenvalue in the spectrum σ(L).

Let Q ∈ Nd. As λ is unaffected by the covering map from Section 3.3.3; when the potential is
Zd-periodic, if (λ− r) divides D, then (λ− r)|Q| divides DQ.

Example 5.3.8 (Trivial Flat Bands). Let Ω be a 1-vertex Zd-periodic graph with no edges, and let
Γ be a Zd-periodic graph. Fix fundamental domains W and W ′ of Ω and Γ, respectively. Consider
the Zd-periodic graphH := Ω

∐
Γ; that is, the disjoint union of Ω and Γ, with fundamental domain

W
∐
W ′. Then

LH(z) :=

(
LΓ(z) 0
0 LΩ(z)

)
,

where LΩ(z) and LΓ(z) are the Floquet matrices of the discrete periodic operators associated with
Ω and Γ, respectively. Denote by DΩ, DΓ, and DH the respective dispersion polynomials. Then
DH = DΓDΩ. It follows thatDH has the linear factorDΩ(z, λ) = VΩ−λ, as LΩ(z) is just a poten-
tial operator, and the remaining factors of DH depend on DΓ. Moreover, (DH)Q = (DΓ)Q(DΩ)Q,
and (DΩ)Q has |Q| flat bands counted with multiplicity. The remaining factors of (DH)Q depend
only on (DΓ)Q. ⋄

Example 5.3.9. The dice lattice is obtained by identifying vertices of two separate hexagonal
lattices, as shown in Figure 5.5 (the edges of one hexagonal lattice are blue and those of the other
in orange). In particular, let Γ1 and Γ2 be two copies of the hexagonal lattice with fundamental
domains {u1, v1} and {u2, v2}, respectively. If we take the union of Γ1 and Γ2 and identify the
vertices v1 + a and u2 + a for all a ∈ Z2, then we obtain the dice lattice. With respect to this
construction, the dice lattice has a fundamental domain given by {u1, v1, v2}. We consider the d-
dimensional analog, that is, the Zd-periodic graph obtained by identifying vertices of two separate
d-dimensional members of the hexagonal-diamond family introduced in Example 5.3.4.

Figure 5.5: The Z2-periodic dice lattice, and its corresponding Newton polytope.

Let Γ be a Zd-periodic dice lattice, where d > 1 and let Q ∈ Nd. The discrete periodic operator
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L has the Floquet matrix L(z, λ) given by ∑d
i=0 γi + V (u1)− λ −γ0 − γ1z

−1
1 − · · · − γdz

−1
d 0

−γ0 − γ1z1 − · · · − γdzd
∑d

i=0 γi +
∑d

i=0 βi + V (u2)− λ −β0 − β1z
−1
1 − · · · − βdz

−1
d

0 −β0 − β1z1 − · · · − βdzd
∑d

i=0 βi + V (u3)− λ

 .

The edge labels (γ, β) are assumed generic, in particular βiβj ̸= −γiγj for any i ̸= j, so that
all vertices of the apical facets of N (D) appear (that is, N (D) is the Newton polytope shown in
Figure 5.5). LetQ ∈ Nd. For aQZ-periodic potential V , we claim the zero set ofDQ in (C×)d×C
is the union of an irreducible hypersurface and up to |Q| flat bands. To prove this, we will first
show that N (DQ) is contained in the contracted Q-dilation of N (D), and that the apical facial
polynomials of DQ are potential-independent.

Recall that L̂Q(z, λ) is given by

L(µ1z, λ)

V̂12,1 0 0

0 V̂12,2 0

0 0 V̂12,3

· · ·
V̂1|Q|,1 0 0

0 V̂1|Q|,2 0

0 0 V̂1|Q|,3

V̂21,1 0 0

0 V̂21,2 0

0 0 V̂21,3

L(µ2z, λ) · · · ...

... . . .
V̂|Q|1,1 0 0

0 V̂|Q|1,2 0

0 0 V̂|Q|1,3

· · · L(µ|Q|z, λ)


.

By the Floquet matrix L(z, λ), it is easy to see that D(µiz, λ) (= det(L(µiz, λ))) has extreme
monomials z±i , z±i z

∓
j , λz±i , λz±i z

∓
j , and λ3. Therefore, any permutation τ that does not leave the

diagonal of the block matrix has at most such a monomial contribution from each diagonal matrix
entry L(µiz, λ).

If N (DQ) is not contained in the contracted Q-dilation of N (D), then there exists a permuta-
tion through off-diagonal matrix entries of L̂Q(z, λ) that produces a monomial with support outside
of |Q|N (D). This follows immediately as permutations that only go through the block-diagonal
of L̂Q(z, λ) have support contained in N (

∏
µ∈UQ

D(µz, λ)) = |Q|N (D).
Similarly, if an apical facial polynomial DQ|F is not potential-independent, then there is a con-

tributing permutation of D̂Q|F that involves the off block-diagonal matrix entries. This is because
the apical facial polynomials of D are potential-independent. Thus, if no contributing permutation
leaves the block-diagonal, potential-independence is inherited.

To show that the apical facial polynomials are potential-independent and that N (DQ) is not
contained in the contracted Q-dilation of N (D), we will rely on some graph theoretic arguments
by viewing nonzero permutations as vertex disjoint cycle covers on a digraph.

The digraph of an n × n matrix M is a weighted directed graph with n vertices labeled by
[n], and with edges (i, j) of weight Mi,j for each i, j ∈ [n] × [n] such that Mi,j ̸= 0. Consider
the digraph C of L̂Q(z, λ) [26, 50]. To describe the graph with ease, we construct C as follows:
let C1, . . . , C|Q| be vertex disjoint subgraphs of C, where each Cs is a 3-vertex subgraph of C with
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vertices v1,s, v2,s, v3,s. Each Cs has edges (v1,s, v2,s), (v2,s, v1,s), (v2,s, v3,s), (v3,s, v2,s), and loops
(vl,s, vl,s) for l = 1, 2, 3. In this way, Cs is the digraph of L(µsz, λ). The union of these Ci along
with the edges (vl,s, vl,r) and (vl,r, vl,s) for each l = 1, 2, 3 which connect Cr and Cs for all r ̸= s,
yield the graph C.

Suppose that τ is a nonzero permutation that leaves the block-diagonal of the matrix. Then a
cycle of τ corresponds to a directed cycle of C in which every vertex appears at most once (and τ
itself corresponds to a vertex disjoint cycle cover of C, see [13, 27] for more on this construction
and correspondence). As τ leaves the block-diagonal, there exists a cycle of τ corresponding to a
directed cycle η containing an edge (vl,r, vl,s) for some l, r, and s. Starting at the edge (vl,r, vl,s),
the only way η can return to the subgraph Cr is if η has an edge (vl′,s′ , vl′,r) for some s′ and l′.
Consider a coarsening of C, denoted C ′, where C ′ has one vertex for each subgraph Cr and these
vertices inherit the edges of C that connect distinct subgraphs Cr and Cs. That is, the C ′

r and C ′
s

are vertices of C ′ connected via the directed edges (C ′
r, C

′
s)l and (C ′

s, C
′
r)l for each l = 1, 2, 3,

see Figure 5.6. Clearly the directed cycle η of C induces a directed cycle η′ of C ′ by identifying
(vl,s, vl,r) ∈ η and (C ′

s, C
′
r)l ∈ η′.

If τ produces a polynomial with support not contained in |Q|N (D), then, for some i, L(µiz, λ)
contributes terms with exponent vectors lying outside of N (D) to τ , the only possibilities being
zjzk or z−1

j z−1
k . Without loss of generality, assume L(µ1z, λ) contributes z21 to τ .

Let η′ be a directed cycle of C ′, corresponding to a cycle of τ , with at least two vertices, one
of which is C ′

1. If C ′
s in η′ has edges (C ′

p, C
′
s)i and (C ′

s, C
′
r)j , then the remaining accessible entries

of L(µsz, λ) that can contribute to τ are at most the entries of the matrix obtained after deleting
the ith column and the jth row of L(µsz, λ). To find a permutation that contributes a monomial
whose exponent of z1 is maximal, we only need to consider the maximal potential contributions of
L(µsz, λ) with respect to z1 if C ′

s ∈ η′ (we also include the monomials minimized by the vector
w = (−2,−2, . . . ,−2,−1) to be used later). We write each case i → j to mean η′ has edges
(C ′

p, C
′
s)i and (C ′

s, C
′
r)j . In the table below we abbreviate maximal monomial contributions by

MMC.

i→ j for C ′
s MMC of of L(µsz, λ) to τ

1 → 1 z1 or λ2

1 → 2 1 or λ
1 → 3 1
2 → 1 z1 or z1λ
2 → 2 1 or λ2

2 → 3 1 or λ
3 → 1 z21
3 → 2 z1 or z1λ
3 → 3 z1 or λ2

Figure 5.6: C andC ′ of the (2, 1)Z-periodic dice-
lattice.

As L(µ1z, λ) contributes z21 , we must have 3 → 1 for C ′
1. After this, we must eventually have a

vertex in η with a 1 → 3 or two vertices with a 1 → 2 and 2 → 3, respectively. Thus, either one
block-diagonal matrix contributes a constant or two diagonal matrices contribute a constant or a λ.
Thus, if C ′

s1
, . . . , C ′

sl
are the vertices of η′, then each L(µsiz, λ) contributes at most z1 on average.

We conclude that N (DQ(z, λ)) is indeed contained in the contracted Q-dilation of N (D).
Similarly, the apical facets of N (DQ) are potential-independent. Without loss of generality,
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consider a permutation with a cycle that leaves the block-diagonal, but still contributes a term of
weight less than or equal to −3|Q| with respect to the inner normal w = (−2,−2, . . . ,−2,−1).
Such a cycle corresponds to a cycle η′ of C ′ such that either we have a 3 → 1 in η′ contributing
z21 , or 3 → 2 or 2 → 1 contributing z1λ. In either case, on average the matrices corresponding to
vertices in this cycle will have to contribute terms of greater weight than −3.

As each apical facial polynomial DQ|F is potential-independent and each N (DF ) is a d-
dimensional pyramid, it follows that eachDQ|F is only homothetically reducible by Corollary 5.2.12.
Furthermore, there is an apical facet F ′ such that DF ′ has the monomials λ3 and ziλ for each i as
terms, and so DQ|F ′ is irreducible for all Q ∈ Nd by Corollary 5.2.11. Taking a strong chain of
all the apical facets of N (DQ) and using the arguments of Theorem 2.1.7 and Corollary 2.1.8; we
see that if DQ = gh, then for each apical facet F , DQ|F = g|Fh|F , where h|F is a monomial,
which we may assume to be λl, for some l ≥ 0. Note that h cannot have any monomial term zaλb

for a ̸= 0. Otherwise, if some ai ̸= 0, then one of zaz±|Q|
i λ|Q|−l+b is a term of g(zQ, λ)h(zQ, λ)

with a monomial exponent lying is outside of |Q|N (D); which is impossible. Therefore, it must
be the case that h is a degree-l polynomial in λ. This implies that N (g) +N (λl + 1) = N (DQ),
where 0 ≤ l ≤ |Q|. We conclude that DQ is the product of at most |Q| linear terms of λ and one
irreducible polynomial for any QZ-periodic potential. ⋄
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6. Summary

Using tools from algebraic geometry, we are able to effectively answer questions that arise
from the spectral theory of discrete periodic operators. In particular, we demonstrated the efficacy
of these tools for answering questions regarding the spectral edges of the dispersion relation by
studying the critical points of the Bloch variety. We also utilize methods of algebra and discrete
geometry to study when the Bloch and Fermi varieties are irreducible as algebraic varieties.

Through an extended version of Kuchnirenko’s theorem, we provide an effective upper bound
on the number of isolated critical points of the Bloch variety. We then used this criterion to identify
a family of discrete periodic operators for which this bound is exact. We concluded by demonstrat-
ing that one can use this bound to determine when the spectral edges nondegeneracy conjecture
holds, in some cases, through a single computation.

By methods from algebra and discrete geometry we introduced several methods for checking
when irreducibility of the dispersion polynomial is preserved upon changing the period lattice.
We concluded by proving irreducibility of the Bloch and Fermi varieties for various families of
discrete periodic operators.
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